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Introduction

The purpose of this deliverable is to describe the recovery mechanisms that are supported by different technologies, and to give a first indication of the failure scenarios that will be studied within the project. The technologies that were taken into consideration were identified in WP1 Task2 ([WP1-M1-T2]). This deliverable focuses on the actual resilience aspects of the different technologies. For the protocol related aspects of the technologies a reference is made to the LION deliverable D6 (LION-D6). Furthermore it is important to have insight in the possible failure scenarios that resilience techniques must be able to handle. 

The combination of the resilience strategies for the different technologies and the identified failure scenarios leads to a first proposal of the failure scenarios as well as the recovery strategies that will be looked at in this project. 

1.1 Reference Material

1.1.1 Reference Documents

[ACTS-PANEL_D1]
Deliverable D1 of the ACTS-PANEL project, “Operator Requirements”, 1996.

[ACTS-PANEL-D2]
Deliverable D2a of the ACTS-PANEL project “Overall Network Protection Version1”, 1997

[Arijs-1999]
P. Arijs, P Demeester, W Van Parys, R Meersman, F Bentivoglio, E Iannone, M Pierpaoli, A Tanzi, “Architecture and Design of Optical Channel Protected Ring Networks”, Journal of Lightwave Technology, 1999

[Arijs-2000]
P. Arijs, M. Gryseels, P. Demeester, “Planning of WDM Ring Networks:, Photonic Network Communications, Vol. 1, Jan-Mar 2000

[Awduche-2000]
D. Awduche, A. Chiu, A. Elwalid, I. Widjaja, X. Xiao, “A Framework for Internet Traffic Engineering”, <draft-ietf-tewg-framework-00.txt>,work in progress, January 2000

[Bonenfant-1999]
“Optical Transport Networking with Digital Wrappers” by P. Bonenfant et al. Presented at OIF 99.011 January 1999.

[Demeester-97]
Demeester P. et al., “PANEL protection across network layers”, proceedings NOC ’97

[Ellinas-1998]
Ellinas, Fault Restoration in Optical Networks:General Methodology and Implementation. New York:Columbia University,1998
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 Generic requirements of transport functionality of equipment;
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Eurescom Project P918-GI Integration of IP over Optical Networks: Networking and Management Deliverable 1: IP over WDM, Transport and Routing

[Eurescom-P918-FinalReport]
Eurescom Project P918-GI Integration of IP over Optical Networks: Networking and Management, Final Report on PIR 4.1(Optical Network Management Requirements), Nov 9, 1999. 

[Finn-1997]
Finn, A novel approach to automatic protection switching using trees. In Proc. IEEE Int'Conf. Commun., June 1997
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M. Gryseels, R. Clemente and P. Demeester, “Protection strategies for SDH-over-WDM networks”, proceedings NOC ’98, Vol. 2

[IETF-draft 1]
“A Path Protection/Restoration Mechanism for MPLS Networks”, Changcheng Huang et al, work in progress, internet-draft March 2000:
http://search.ietf.org/internet-drafts/draft-chang-mpls-path-protection-00.txt 
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“A Method for Setting an Alternative Label Switched Paths to Handle Fast Reroute”, work in progress, internet-draft March 2000:
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http://infonet.aist-nara.ac.jp/member/nori-d/mlr/id/draft-krishnan-mpls-reroute-rsvpext-01.txt 
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“RSVP label Allocation for Backup Tunnels”, Swallow et al, work in progress, internet-draft October 1999:
http://search.ietf.org/internet-drafts/draft-swallow-rsvp-bypass-label-00.txt 
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RFC 2892, D. Tsiang et al., The Cisco SRP MAC Layer Protocol, August 2000

[IETF-RFC- 1245]
RFC 1245, OSPF protocol analysis, July 1991
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Intermediate System to Intermediate System Intra-Domain Routeing Exchange Protocol for use in Conjunction with the Protocol for Providing the Connectionless-mode Network Service
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ITU-T Recommendation G774.04 - SDH management of sub-network connection protection for the network element view

[ITU-T G841]
ITU-T Recommendation G841, “Types and characteristics of SDH network protection architectures”, October 1998
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ITU-T Recommendation G842 - Interworking of SDH network protection architectures
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LION Deliverable D5, “Report on the preliminary OA&M specifications for the test-bed”, Sept 24th 2000.
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K. Struyve, “Design and evaluation of distributed restoration in SDH-based ATM transport networks”, PhD thesis, 1998 (Dutch).
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LION WP1 document: Milestone 1 “Network Requirements”, Task 2 “Products and technologies”

[WP2-M1]
LION WP2 document – Milestone 1: “First indications of Failure Scenarios and Resilience Strategies”

1.1.2 Abbreviations

ADM
Add Drop Multiplexer

AIS
Alarm Indication Signal

APS
Automatic Protection Switching

AS
Autonomous System

ATM
Asynchronous Transfer Mode

AU
Administrative Unit

AUG
Administrative Unit Group

BDR
Back-up Designated Router

BER
Bit Error Rate

BGP
Border Gateway Protocol

CCh
Client Channel

CNI
Client Network Interface

D&C
Drop & Continue

DPRing
Dedicated Protection Ring

DPT
Dynamic Packet Transport

DR
Designated Router

DXC
Digital Cross-Connect

EGP
Exterior Gateway Protocol

ER
Explicit Routing

ERO
Explicit Routing Object

FIS
Failure Indication Signal

FRS
Failure Recovery Signal

FS
Forced Switch

HOP
Higher Order Path

GbE
Gigabit Ethernet

IETF
Internet Engineering Task Force

IGP
Interior Gateway Protocol

IPS
Intelligent Protection Switching

IS-IS
Intermediate System to Intermediate System

LD
Link Degradation

LER
Label Edge Router

LF
Link Failure

LM
Label Mapping

LOP
Loss of Packets

LOP
Lower Order Path 

LOS
Loss Of Signal

LR
Label Request

LRN
Logical Ring Node

LSA
Link State Advertisement

LSP
Label Switched Path

LSP
Link State PDU

LSR
Label Switch Router

MDT
Mean Down Time

MPLS
Multi-Protocol Label Switching

MP(S
Multi-Protocol Lambda Switching

MS
Manual Switch

MSDPRing
Multiplex Section Dedicated Protection Ring

MSP
Multiplex Section Protection

MSSPRing
Multiplex Section Shared Protection Ring

MTBF
Mean Time Between Failures

MTTR
Mean Time To Repair

MUT
Mean Up Time

NLRI
Network Layer Reachability Information

OADM
Optical Add-Drop Multiplexer

OCh
Optical Channel

O-LR
Optical Label Request

O-LSR
Optical Lambda Switch Router

OMS
Optical Multiplex Section

ON
Optical Node

ONE
Optical Network Element

OSC
Optical Supervisory Channel

OSI
Open Systems Interconnection

OSPF
Open Shortest Path First

OTN
Optical Transport Network

OTS
Optical transmission Section

OXC/WRS
Optical cross-connects/ Wavelength router/switches

PD
Path Degradation

PDU
Protocol Data Unit

PF
Path Failure

PML
Path / Protection Merge LSR

PNNI
Private Network-to-Network / Network-to-Node Interface

POH
Path OverHead

POS
Packet over SONET

PPG
Protected Path Group

PSL
Path / Protection Switch LSR

PTP
Protected Traffic Portion

RNT
Reverse Notification Tree

RSVP
Resource reSerVation Protocol

QoS
Quality of Service

RDI
Remote Defect Indication

RRO
Recorded Route Object

SD
Signal Degrade

SDH
Synchronous Digital Hierarchy

SF
Signal Fail

SHR
Self-Healing Ring

SNCP
Sub-Network Connection Protection

SONET
Synchronous Optical Network

SPRing
Shared Protection Ring

SRP
Spatial Reuse Protocol

SRP-fa
SRP-fairness algorithm

SSF
Server Signal Fail

STM
Synchronous Transport Module

TCP
Transport Control Protocol

TTL
Time-To-Live

TSF
Trail Signal Fail

TU
Tributary Unit

TUG
Tributary Unit Group

VC
Virtual Container

VP
Virtual Path

VWP
Virtual Wavelength Paths

WaRP
Wavelength Routing Protocol

WDM
Wavelength Division Multiplexing

WTR
Wait to Restore

1.2 Document History

Version
Date
Authors
Comment

1
19/09/2000
Didier Colle, Ilse Lievens,

WP2M1 authors
Integration of Milestone sections and new contributions

2
20/09/2000
Ilse Lievens
Incorporation of the AGH comments on Section 5

First draft circulated to the partners for check 

3-4
25/09/2000
Ilse Lievens, Sophie De Maesschalck, Didier Colle
Internal revisions, removal overlap D6-D7

5
20/10/00
D. Colle, I. Lievens
Draft sent to partners for final check

6
30/10/00
LION
LION deliverable D7 - final

1.3 Document overview

The document is structured as follows. Section 2 describes the general framework, comprising the different technologies that will be considered. Section 3 presents the different resilience strategies that every technology supports, and section 4 gives an overview of the failure scenarios. In section 5 first indications are given on the failure scenarios and the resilience strategies that will be studied within the project. In section 6 a conclusion is given. 

2 General framework

This section gives an overview of the different technologies that will be taken into consideration with respect to the resilience. Figure 2‑1 depicts the protocol stack that was identified in [WP1-M1-T2]. 
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Figure 2‑1: Protocol Stack

The IP layer at the top has limited recovery functionality in the sense that the only mechanism for a pure IP network to recover from a failure is rerouting. OSPF, IS-IS, EGP can reroute the traffic in case of a failure, but the time needed for the algorithm to converge is in the order of seconds. Thus, this rerouting time compared to the 50ms of the SDH recovery is extremely poor especially in the case of real time applications. However, with the introduction of MPLS, which can be considered as a layer between layers 2 and 3, IP can support more elaborate mechanisms. 

MPLS allows fast protection switching in a way similar to ATM, occupying resources along a backup path only when needed. This way of working combines the advantages of protection (fast recovery) and restoration (capacity efficiency). Survivability in the IP layer using MPLS is an area of research interest in many consortiums and institutes. 

The Synchronous Digital Hierarchy (SDH) was introduced towards the end of the 1980s and SDH networks are widely deployed. Many different approaches have been proposed for the design of survivable SDH networks and a lot of research work has been done in the area. SDH allows fast restoration within 50 ms.

Two types of protection/restoration are available in SDH and depending on the topology of the network (ring or mesh) different approaches can be used. Section 3.4 presents more information about the different approaches including different ways of interconnecting ring networks or ring with mesh networks.

Ethernet has survived as an essential media technology because of its tremendous flexibility and its relative simplicity to implement. However, both Ethernet and GbE as a low-level protocol, have no resilience features built-in. Certain features of resiliency can be introduced only as additional functions imposed by network architecture and bridge abilities to cope with failures. Gigabit Ethernet is presented only for reasons of completeness.

IP over SONET technology is being deployed today in IP backbone networks to provide efficient, cost-effective, high-speed transport between fast routers. Packet over SONET (POS) is nowadays a prevailed technology for transferring IP traffic above a SONET network. The IP routers with POS interfaces can receive and send appropriate recovery signals to connecting ADMs to detect failure states. The recovery capabilities of the POS solution are similar to those of the SDH, allowing restoration with 50 msec.

Dynamic Packet Transport (DPT) is a Layer 2 ring technology, proposed by CISCO Systems. DPT introduces a new MAC Layer protocol called Spatial Reuse Protocol (SRP). The SRP protocol defines a recovery mechanism known as Intelligent Protection Switching (IPS) to provide the ability of the SRP ring (DPT ring) to recover from events and faults such as fiber cuts or node failures within 50 msec.

WaRP is a protocol that enables the provisioning, routing, protection, and restoration of virtual wavelength paths (VWP). WaRP delivers 50 ms restoration timeframes in a mesh network topology, improved fiber utilization via 30% spare capacity reduction, provides rapid end-to-end provisioning in the order of seconds and has MPLS-like capabilities at Layer 1 - the optical layer. WaRP has adopted many concepts from OSPF, MPLS and PNNI.

Finally, the Optical Transport Network (OTN) is the server layer that carries all of the above mentioned client layers. The flexibility of the protection/restoration mechanism of the OTN is of vital importance since the disruption of a fiber carrying Terabits of traffic affects thousands of connections. Many ideas of the SDH recovery have been shifted and adopted by the OTN, thus OTN has capabilities similar to the SDH. MPλS, which is similar to MPLS, allows protection schemes similar to the MPLS. Moreover, the introduction of MPλS allows new fiber-based restoration schemes which aggregate (stack) all the wavelengths of one link into a larger optical LSP.

For further information concerning the different technologies themselves, the reader is referred to [WP1-M1-T2]. The protection and restoration mechanisms that the different technologies support, will be described in detail in Section 3. 

3 Resilience Strategies 

3.1 Introduction - Principles of Resilience Strategies

Telecommunications play a crucial role in today’s society. Major outages of the network infrastructure can have serious (economical as well as social) consequences. Network operators therefore have to take special precautions in order to prevent this. As it is difficult to prevent failures in the network infrastructure (equipment failures, cable breaks, etc) the objective is to maintain service availability even under failure conditions. In order to make the network more reliable the network should be reconfigurable. This reconfiguration should be fast and it should not increase too much the cost of the network. But the network cost will indeed increase because a reconfiguration mechanism has to be implemented and spare capacity (used to reroute traffic on failed network elements) has to be provided in the network.

In this section, an overview of generic resilience strategies, including terminology and resilience goals, will be given. Technology-specific details on resilience strategies are described in sections 3.2 to 3.10, dealing with resilience in IP, MPLS, SDH, DPT, GbE, POS, OTN, MPLambdaS and G-MPLS.

3.1.1 Goals

Several criteria [Gryseels-1998] have to be taken into account when designing a reliable network. This section will shortly describe some of the best known criteria important in this process.

3.1.1.1 Availability

First of all, before plunging into the technical details of a recovery mechanism, one has to be certain that this mechanism is conceptually able to guarantee recovery from the most expected failures. For example, when node failures may not be neglected, it becomes necessary to interconnect sub-networks (e.g. protection rings) via at least two gateway nodes.

3.1.1.2 Recovery vs. time

Once the rerouting strategy of the recovery mechanism is chosen, the network designer has to deal with a higher level of technical details. In order to have an idea of the required recovery time, one has to look at the impact of the interruption times on the services. The impact of service outages varies significantly for different service classes depending on the effective duration of the outage (Table 3‑1). The duration of an outage can vary from milliseconds (with minor service impact), to seconds (with possible call drops for IP telephony and session time-outs), to minutes and hours (with potentially considerable social and business impact). If one is able to reconfigure the network (after a network element failure) within 50 msec., then there will be nearly no impact on the services transported. The more time the reconfiguration requires, the more services will be interrupted.

Table 3‑1: Impact of interruption times 

Impact of interruption times (t)

t < 50 msec
Most services not interrupted

50 < t < 200 msec
Leased lines interrupted, telephony may be interrupted, ...

200 msec < t < 2 sec
Some services may try to re-establish the connection automatically

2 sec < t 
All services interrupted

3.1.1.3 Service degradation

Not only protection switching times may have an impact on the service, but the protection path also requires certain constraints to be satisfied, which can be the same or less than the ones under normal working condition, e.g. concerning bandwidth requirement.

3.1.2 Failure detection, notification, propagation

A network recovery process that provides network survivability capability has several phases ([Makam-1999]). The first phase consists of the failure detection. The protection switching message propagation is the second phase. The last phase is the restoration protocol activation and execution after triggering by the signals.

There are a large number of defects that can occur in a network, and should be detected. One possible and generic defect state is:

Loss of Signal (LOS): an impairment that occurs when a signal is not detected at an interface (there is no signal coming in).

Once the defects are detected, an alarm has to be sent to notify the upstream and downstream nodes that a defect occurred. Different types of alarm signals can be sent over the network between network elements. Alarm signals used in ATM and SDH are for example:

Alarm Indication Signal (AIS): is used to indicate in the downstream direction that a defect condition has been detected upstream.

Remote Defect Indication (RDI): is used to indicate in the upstream direction that a defect condition has been detected downstream.

There are also alarms that have to propagate within a single network element but between layers. Two examples, for the case SDH is used, are:

Server Signal Fail (SSF): starts at the adaptation function.

Trail Signal Fail (TSF): starts at the trail termination function.

3.1.3 Protection, restoration and self-healing

Recovery of a network is a general terminology that can be used to group all possibilities to recover the network after a failure. A first distinction that can be made is between protection, restoration and self-healing ([Gryseels-1998] and [ACTS-PANEL-D2]). Protection mechanisms are much quicker and imply the use of fixed, pre-calculated routes and pre-assigned capacity left spare in the network resources or possibly used to transport traffic at lower priority. Restoration mechanisms are applied when major system outages occur and imply the rerouting of the affected traffic making use of any capacity available in the network. Protection is typically a first line recovery mechanism, while restoration is the second line recovery mechanism.

3.1.3.1 Protection 

A first possibility to provide resilience in the network is by using protection mechanisms.

Some general characteristics are: 

• There is a distributed control. The central management is not interacting during the protection process. 

• The mechanisms have dedicated protection paths: one knows which spare resources have to be used (these spare resources should not be necessarily dedicated to one working resource, e.g. as in 1:N protection [see Section 3.1.4.1]).

• Protection is relatively simple. 

• Protection is normally very fast (because of its simplicity and its distributed control)

Actual protection options are discussed in section 3.1.4. 

3.1.3.2 Restoration 

If we compare the characteristics of restoration with those of protection, we can observe a number of clear differences: 

• Restoration may be controlled by a central management or by distributed intelligence in the different nodes. 

• Restoration will not be deterministic (no dedicated alternative path). One will try to find an alternative route for a failed link or (sub)network connection but the exact route depends on the network status. 

• The restoration process is more complex than with protection (which is using a “simple” switch-over or loop-back). First the fault has to be detected and alarms have to propagate (this is also the case when protection switching is used). Then an alternative route has to be found (route selection) between the endpoints of the link or (sub)network connection. Finally the traffic has to be rerouted which may involve the reconfiguration of a number of cross-connects. Eventually one may have to return to normal after the root failure (e.g. cable break) is resolved. 

• It is clear from the complexity of this restoration process that it will be slower (compared to protection). Typically it needs times in the range of a few minutes (or even more). 

• Because the restoration routes are not predetermined, the same spare resources may be reused for different failures in the network. This will generally result in a more efficient use of the spare resources (and eventually in a cheaper network infrastructure).

The general restoration characteristics are described in section 3.1.5. 

3.1.3.3 Self-healing 

A self-healing system is one in which redundant resources are provided that can be substituted for failed resources. Furthermore, in a self-healing network distributed restoration is used (see section 3.1.5.1), and the nodes in the network autonomously take actions in order to restore the service.

In conclusion one can say a trade-off has to be made between the flexibility (system complexity) and the additional spare capacity required. In general, the more sophisticated techniques require less spare capacity but slow down the procedure.

3.1.4 Protection options

It is important to make a distinction between the endpoints of the recovery action. Link recovery will try to recover the failure between the endpoints of the failing link. (Sub)network connection recovery will try to recover the failure between the endpoints of the (sub)network connection ([Gryseels-1998] and [Awduche-2000]).

3.1.4.1 Link protection

In case of link protection the network will be protected at a link connection level. The protection or back-up path is disjoint from the working path at the particular link over which protection is required. When the protected link fails, traffic on the working path is switched over to the protection path. This is a local repair method that can be potentially fast. 
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Figure 3‑1: 1+1 Link Protection

A distinction can be made between linear protection and ring protection. 

Linear protection

Different options are possible for linear protection switching. In the following, some feasible protection options are described.

1+1 protection (Figure 3‑2): The signal is concurrently sent on both cables on side A (distribution). At side B one will normally receive the signal from the upper cable, but when this cable breaks, the protection switch will automatically switch to the lower spare cable (where the signal is also present). The egress node selects one of the two signals based on some traffic integrity decision process. This 1+1 protection mechanism is very simple (side B can decide without needing any protection switching signaling) and very fast. It needs however two cables to transport one signal. This option would probably not be used pervasively in IP networks due to its inefficiency in terms of resource utilization.
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Figure 3‑2: 1+1 Protection
1:1 protection (Figure 3‑3): In this case the client signal is only sent over the working link connection and not over the spare link connection. In case of failure of the working link connection, both sides have to switch to the spare link connection. In contrast with 1+1 protection the spare capacity can now be used to transport preemptable low priority traffic when the protection path is not used by the working traffic. This protection protocol will require signaling between the two sides.
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Figure 3‑3: 1:1 Protection

1:N protection (Figure 3‑4, N = 4): This is similar to 1:1 protection, but now one protection link connection is used to protect N working link connections. The figure illustrates this principle for N=4 working link connections.
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Figure 3‑4: 1:N Protection

M:N protection (Figure 3‑5, M = 2, N = 4): This is similar to 1:N protection but now we have M spare link connections for N working connection (M<N). If all working link connections fail, one has to make a choice which ones will be protected (M out of N). This is illustrated in the figure for N = 4 working link connections and M = 2 spare link connections.
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Figure 3‑5: M:N Protection
N:1 protection (Figure 3‑6, N = 3): One working link connection is protected by N protection link connections, perhaps with configurable load splitting ratio. In this situation, it may be desirable to share the traffic across the spare link connections when the working link connection fails so as to satisfy the bandwidth requirement of the traffic trunk associated with the working link connection. This is especially true when it may not be feasible to find one link connection that can satisfy the bandwidth requirement of the primary link connection. It can also be used to increase the availability.
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Figure 3‑6: N:1 Protection

Ring Protection 

A ring network can be unidirectional or bi-directional. In a unidirectional ring both traffic directions of the working traffic follow an opposite direction (diversely routed). In a bi-directional ring, they follow the same route (uniformly routed). In order to realize a Self-Healing Ring (SHR) a minimum of two fiber rings in parallel are needed. A bi-directional SHR ring can have 2 or 4 fibers. Two Self-Healing Ring concepts based on link protection are DPRings and SPRings. They will be discussed further in sections 3.8.2 for WDM, and sections 3.4.3.1 and 3.4.4, where SDH will be described. More information about ring protection can be found at [Gryseels-1998],[Arijs-2000] and [Arijs-1999].

3.1.4.2 Node Protection

The goal of node protection is to protect a path from a given node failure. Under node protection, the protection path is disjoint from the working path at the particular node that has to be protected. The secondary path is also disjoint from the primary path at all links associated with the node to be protected. When the node fails, traffic on the working path is switched over to the protection path at the upstream node that directly connects to the failed node.

3.1.4.3 Network Connection Protection

In case of network connection protection ([Gryseels-1998], [Awduche-2000], Figure 3‑7) we will protect between the endpoints of the network connection. This means that we have a working network connection and a backup network connection. Under network connection protection, the protection path is completely disjoint from the working path. The advantage of network connection protection is that the protection path protects the working path from all possible link and node failures along the path, except for failures that might occur at the ingress and egress nodes. Additionally, network connection protection might be more efficient in terms of resource usage than link or node protection. However, in general, network connection protection may be slower than link and node protection.

[image: image8.wmf]network connection

link

1+1 network

connection protection


Figure 3‑7: 1+1 Network Connection Protection

3.1.4.4 Subnetwork connection protection

In the Figure 3‑8 the principle of subnetwork connection protection is illustrated. The principle is very similar to network connection protection but now only part of a network connection is protected. Subnetwork connection protection will generally be faster than network connection protection because recovery generally occurs closer to the fault. Another advantage of subnetwork connection protection over network connection protection is the increased availability due to the shorter spans being protected. This results in a lower probability that both working and spare path fail simultaneously. Subnetwork connection protection is also called segment protection.
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Figure 3‑8: Subnetwork connection Protection

A practical example of subnetwork connection protection is when different operators have their own protection strategy. A network connection may cross different countries and as a result different parts of that network connection may be protected differently in the different countries. 

Figure 3‑9 shows both a network protection path (end-to-end) and a number of subnetwork connection protection paths (in each country or subnetwork). 
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Figure 3‑9: Example of protection paths

SNCP Ring protection

Here the principle of subnetwork connection protection is applied to the case of a ring network. This ring is called a SubNetwork Connection Protection Ring (SNCPRing). In a 1+1 SNCPRing there will be as much working traffic (using the 50% working capacity) as protection traffic (using the 50% spare capacity). This is not the case in a SPRing where the spare capacity is only used when there is a failure. Figure 3‑10 shows the fault-free situation (left) and the situation when a single link failure occurred (right) for SNCP Ring protection.
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Figure 3‑10: SNCP Ring protection

3.1.4.5 Interconnection of rings

Some interworking strategies between rings will now be discussed. In many cases one has to provide end-to-end protection of network connections crossing different rings. Inside a single ring dedicated, shared or subnetwork connection protection will be used. 
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Figure 3‑11: Interconnection of 2 SNCP Rings using D&C

Two main ring interconnection architectures are defined:

Single homing: In this interworking architecture only a single interconnection point between two rings exists. This interconnection point is a single point of failure, the interconnected rings are not protected against the failure of the interconnection point.

Dual homing: In this interworking architecture there are minimum two interconnection points. In case of failure of one of the interconnection points there is still a path between both rings. The interconnection can be done using Drop & Continue. Two rings will be connected in two interconnection points and all traffic between the two rings is sent over the two interconnection points. This will be illustrated for the different ring types. The dotted line corresponds to the D&C traffic that is duplicated on the protection path. The primary interconnection node transfers the traffic between both rings in fault-free conditions. When a failure occurs in the primary interconnection node, traffic flows from one ring to the other using the secondary interconnection node.

Figure 3‑11 shows the interconnection between two SNCP Rings in fault-free condition and after the occurrence of a double link failure. 

Figure 3‑12 shows the interconnection between two Shared Protection Rings in the same conditions.
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Figure 3‑12: Interconnection of 2 SPRing using D&C

Figure 3‑13 shows the interconnection between an SNCP Ring and a Shared Protection Ring (MS-SPRing).
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Figure 3‑13: Interconnection of SNCP and MS-SPRING Rings using D&C

The interconnection between the two rings can also be done using diversified protection. The two rings will be connected in two interconnection points and the traffic between the two rings is duplicated at the origin node. It is sent over both sides of the ring until the first interconnection node encountered, where is it sent on the other ring, again on different sides. This is illustrated in Figure 3‑14 for two SNCP rings.
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Figure 3‑14: Interconnection of 2 SNCP Rings using diversified protection

3.1.5 Restoration 

3.1.5.1 Distributed vs. Centralized control

Two different restoration approaches exist: a centralized approach and a distributed approach ([Gryseels-1998], [ACTS-PANEL-D2], Figure 3‑15).
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Figure 3‑15: Centralised and Distributed Restoration

The centralized approach presumes that a centralized controller is able to determine where and when a fault has occurred. Based on its knowledge of the entire network state, it then issues switching commands to all of the nodes involved in the restoration process trying to minimize the consumption of available redundant resources, the reconfiguration of the existing connections and the overall circuit delay of the restored connections. A network architecture adopting this centralised control, is also referred to as a re-configurable network.

Although the central node may provide smart algorithms it suffers from some disadvantages. It may become a single point of failure and it needs to process huge amounts of signals, coming from all over the network. 

In case of distributed control one has local intelligence in each of the nodes. These nodes are interacting with each other in order to find the alternative route. This could be similar to the routing used in the Internet but other possibilities are also used. The distributed restoration approach requires that the nodes in the network autonomously take actions in order to restore the service. This distributed restoration approach is also called self-healing ([ITU-T I311]).

3.1.5.2 Pre-planned vs. Dynamic route calculation 

The calculation of the new routes for the interrupted connections can be pre-planned: one has already a number of back-up routes in a table available. It can also be a real time (dynamic) calculation where one has to use the current network topology, capacity and load and from this calculate the alternative routes ([Gryseels-1998], [Awduche-2000]). 

The terms pre-established (make before you break) and established-on-demand are also used. Pre-established restoration can be faster while established-on-demand restoration can potentially result in a more efficient resource usage (e.g. M:N).

3.1.5.3 Link and Network connection restoration

The principle of link and (sub)network connection restoration are similar to the ones used in protection. Figure 3‑16 illustrates link and network connection restoration ([ACTS-PANEL-D2]).
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Figure 3‑16: Link & Connection Restoration

3.1.6 Some additional terminology

In this section, some additional generic terminology about resilience strategies is introduced ([Makam-1999], [Gryseels-1998]).

3.1.6.1 Single-ended vs. dual-ended

In a bi-directional link there may be a failure in only one direction. In case of single-ended protection, only the failing connection (one direction) will switch over to the back-up connection. In case of dual-ended protection both directions will be switched to the back-up connections. This last option may require signaling in 1+1 protection scenarios.

3.1.6.2 Revertive vs. non-revertive

Upon reparation of the fault and restoration of the working path to a fault-free condition, traffic can be switched back from the protection path to the working path or stay on the protection path. The first option is called revertive mode. The latter option, in which one stays in the new situation, is called non-revertive mode. The non-revertive mode may be interesting from an operational point of view, but not from a planning point of view. This is because spare resources are planned to protect against failures on working resources and the spare resources are assumed to be available for this purpose.

3.1.6.3 Diverse protection and restoration

Diverse protection and restoration requires a physically disjoint back-up route, both link and node disjoint.

3.1.7 Multi-layer aspects and co-ordination

An important aspect regarding multi-layer survivability is that various technologies at different layers may provide protection and restoration capabilities at different temporal granularities (i.e., in terms of time scales) and at different bandwidth granularity (from packet-level to wavelength level) ([Gryseels-1998], [Awduche-2000]). Protection and restoration capabilities can also be aware or unaware of different service classes.

Roughly spoken there are two main approaches when dealing with multi-layer recovery. We can try to recover in the layer as close as possible to the failure. This is called ‘lowest layer recovery’. We can also consider a ‘recovery at the highest layer’ by trying to recover from the failure by applying a recovery mechanism in the layer where the traffic originates. In the first approach we usually only have to recover from a small number of faults (or even only one fault). And as we recover from the failure at the lowest possible layer, we have no trouble with server layers that may be disconnected. Recovery at the highest layer can typically recover more affected traffic (that’s the reason why it is interesting to recover in multiple layers). It can solve a considerable amount of secondary faults. This approach can also differentiate between services. But a drawback is that it is sometimes not evident that logically separated routes also result in physically separated routes.

Generally, it is a challenging task to co-ordinate different protection and restoration capabilities across multiple layers in a cohesive manner so as to ensure that network survivability is maintained at reasonable cost. Protection and restoration co-ordination across layers may not always be feasible, because, for example, networks at different layers might belong to different administrative domains.

Some general requirements for protection and restoration co-ordination are highlighted:

• If a failure occurs in a network, one will not be able to stop the alarm propagation between the different layers. This means that in case of recovery mechanisms in two layers, one has to be careful (in some cases) that not both recovery mechanisms start working. Protection/restoration capabilities from different layers should be co-ordinated whenever feasible and appropriate in order to provide network survivability in a flexible and cost effective manner. One way to achieve the co-ordination is to minimize function duplication across layers. Escalation of alarms and other fault indicators from lower layers to higher layers may also be performed in a co-ordinated way. A temporal order of restoration trigger timing at different layers is another way to co-ordinate multi-layer protection/restoration.

• Spare capacity at higher layers is often regarded as working traffic at lower layers. Placing protection/restoration functions in many layers may increase redundancy and robustness, but it should not result in significant and avoidable inefficiencies in network resource utilization. In case of recovery mechanisms in e.g. two layers one has to provide spare capacity for the recovery in both layers. The spare resources in the higher layer have to be carried by lower layer network connections. If one is not careful, these lower layer network connections may also be protected in that lower layer (which means protection of spare resources) resulting in a waste of capacity.

This capacity inefficiency may be solved by supporting the client spare resources as extra traffic in the server spare resources. Extra traffic means that the traffic is unprotected and may be preempted by protected server traffic. This way of working considers the server layer spare resources as a common pool of spare capacity for both server and client layer.

• It is generally desirable to have a protection/restoration scheme that is bandwidth efficient.

• Failure notification throughout the network should be timely and reliable.

• Alarms and other fault monitoring and reporting capabilities should be provided at appropriate layers.

3.2 IP

3.2.1 Introduction

The IP network-level protocol, jointly with TCP transport-level protocol, creates the core of Internet. The Internet is composed of a set of Autonomous Systems (AS). Each Autonomous System is composed of routers and networks, run under one administrative authority.

The IP performs two main functions: routing and packet forwarding.

The Autonomous System uses IGP (Interior Gateway Protocol) to run network internally and EGP (Exterior Gateway Protocol) in order to advertise routes to other Autonomous Systems.

Table 3‑2: General features of restoration in IP-based networks 

Protection architecture
Degree of protection
Speed of protection
Cost 

(complexity)
Remarks

IP restoration only
Potentially all failures
A few seconds to hours
Needs larger routers – trade off between router capacity and transmission bandwidth.

If full resilience is required, routers may have to be duplicated at nodes (higher costs).
Basic method of maintaining resilience is to keep reliable routing procedures and to advertise reasonably frequently information about state of network elements and link states.

Need for careful IP dimensioning to ensure spare capacity is available, may result in low QoS due to slow restoration.

The synchronisation of routing tables also needs to be considered when using working and backup routers.

(Concepts for the Table 3‑2 derived from [Eurescom-P918-D1])

3.2.2 Interior Gateway Protocols

3.2.2.1 OSPF

Open Shortest Path First (OSPF) is an interior gateway protocol; it is designed to be used internal to a single Autonomous System. OSPF uses link-state or SPF-based technology. Individual Link State Advertisements (LSAs) describe pieces of the OSPF routing domain (Autonomous System). These LSAs are flooded throughout the routing domain, forming the link state database. Each router has an identical link state database; synchronization of link state databases is maintained via a reliable flooding algorithm. From this link state database, each router builds a routing table by calculating a shortest-path tree, with the root of the tree being the calculating router itself. This calculation is commonly referred to as the Dijkstra procedure.

Certain pairs of OSPF routers become "adjacent". When such adjacency is formed, the two routers synchronize their link state databases by exchanging database summaries in the form of OSPF Database Exchange packets. Adjacent routers then maintain synchronization of their link state databases through the reliable flooding algorithm. Routers connected by serial lines always become adjacent. On multi-access networks (both broadcast and non-broadcast), all routers attached to the network become adjacent to both the Designated Router (DR) and the Backup Designated Router (DBR).

The LSA’s maximum age is 1 hour. The LSA must be refreshed every 30 minutes. Both time values are constant (not configurable). The LSA’s are only exchanged between a particular router and a Designated Router (or Backup Designated Router).

The following are the possible failure events in a single AS:

· link failure

· node failure

· Designated Router failure

· Designated AND Backup Designated Router failure

A link failure is detected by the router in RouterDeadInterval seconds (configurable, must be the same in the whole AS). The Link State Advertisement indicating failure is sent to the Designated Router (DR) in not more than MinLSInterval seconds (typical time is 5s [IETF-RFC- 1245]), and flooded by the DR to the other routers in a network and to other DR’s. A maximum delay in each hop is the MinLSArrival time (1 second, not configurable).

A node failure results in loss of communication between this node and neighbouring nodes. The LSA’s describing this event are created by each neighbouring node in not more than RouterDeadInterval seconds and propagated the same way as it was described in the previous scenario.

In case of the Designated Router failure, the Backup Designated Router becomes the Designated Router. The period of disruption in transit traffic lasts only as long as it takes to flood the new LSAs (which announce the new Designated Router).

If both Designated Router and Backup Designated Router fail, the new Designated Router must be elected and Link State Databases in all network nodes connected to this network, must be synchronized, which can take quite a long time. During this process, the network is not available for transit traffic.

The intra-AS routing resilience is for further study.

3.2.2.2 IS-IS

OSI IS-IS protocol, published as ISO DP 10589 ([ISO-DP-10589]), was republished by IETF ([IETF-RFC-1142]) as a proposal for the Internet community. This is not an Internet standard.

Resilience of IS-IS protocol can be obtained by running the process of LSP (Link State PDU) generation or receiving. This can be done in two modes: periodic or event driven [IETF-RFC-1142]. 
Periodic LSP Generation (described in 7.3.5 of [IETF-RFC-1142])

The Update Process shall periodically regenerate and propagate on every circuit with an IS adjacency of the appropriate level (by setting SRMflag on each circuit), all the LSPs (Level 1 and/or Level 2) for the local system and any pseudonodes for which it is responsible. The Intermediate System (IS) shall regenerate each LSP at intervals of at most maximumLSPGenerationInterval seconds (i.e. maximum interval, in seconds, between generated LSPs by this system).

This is the maximum amount of time allowed to elapse between generation of Link State PDUs by a source. It shall be less than MaxAge. Setting this parameter too fast adds overhead to the algorithms (a lot of Link State PDUs transferred). Setting this parameter too slow (and not violating constraints) causes the algorithm to wait a long time to recover in the unlikely event that incorrect Link State information exists somewhere in the domain about the system. A reasonable setting proposed in [IETF-RFC-1142] is 15 minutes.

These LSPs may all be generated on expiration of a single timer or alternatively separate timers may be kept for each LSP Number and the individual LSP generated on expiration of this timer. 

Event Driven LSP Generation (described in 7.3.6 of [IETF-RFC-1142])

In addition to the periodic generation of LSPs, an Intermediate System shall generate an LSP when an event occurs which would cause the information content to change. The following events may cause such a change.

- an Adjacency or Circuit Up/Down event

- a change in Circuit metric

- a change in Reachable Address metric

- a change in manual Area Addresses

- a change in systemID

- a change in Designated Intermediate System status

- a change in the waiting status

When such an event occurs the IS shall re-generate changed LSP(s) with a new sequence number. If the event necessitated the generation of an LSP which had not previously been generated (for example, an adjacency Up event for an adjacency which could not be accommodated in an existing LSP), the sequence number shall be set to one. The IS shall then propagate the LSP(s) on every circuit by setting SRMflag for each circuit. The timer maximum LSP Generation Interval shall not be reset. There is a hold-down timer (minimum LSP Generation Interval) on the generation of each individual LSP. 

The minimumLSPGenerationInterval is the minimum time interval between generation of Link State PDUs. A source Intermediate System shall wait at least such time interval before re-generating one of its own Link State PDUs. Setting this too large causes a delay in reporting new information. Setting this too small allows too much overhead in the information sent via network. A reasonable setting suggested in [IETF-RFC-1142] is 30 seconds. Thus, it comes from above mentioned information about maximum and minimum values for LSPGenerationInterval that the probable interval of reaction for network changes in a case of IS-IS is between 30 seconds and 15 minutes (if network administrators would follow suggestions mentioned in the standard). 

The concept of IS-IS intra-domain protocol was revisited by proposing an integrated version of it [IETF-RFC-1195]. The integrated routing protocol, based on the OSI Intra-Domain IS-IS Routing Protocol [IETF-RFC-1142] which may be used as an interior gateway protocol to support TCP/IP as well as OSI. This allows a single routing protocol to be used to support pure IP environments, pure OSI environments, and dual environments. This specification was developed by the IS-IS working group of the IETF but not by OSI.

3.2.3 Exterior Gateway Protocol(s)

The Exterior Gateway Protocol (EGP) helps to keep Autonomous Systems in the Internet to be informed about network topology, and so indirectly, to solve problems and abnormal situations occurring in the network. Generally EGP supports following basic functions:

· Acquisition of information about neighbouring networks (peers),

· Testing neighbour reachability,

· Advertising reachability to neighbour networks.

3.2.3.1 BGP

Border Gateway Protocol – 4 (BGP-4) is an inter-autonomous system routing protocol designed for TCP/IP internets. It is designed to be used between multiple Autonomous Systems. BGP assumes that routing within an Autonomous System is done by an intra-autonomous system routing protocol. BGP does not make any assumptions about intra-autonomous system routing protocols employed by the various Autonomous Systems. Specifically, BGP does not require all Autonomous Systems to run the same intra-autonomous system routing protocol.

BGP is a real inter-autonomous system routing protocol. It imposes no constraints on the underlying Internet topology. The information exchanged via BGP is sufficient to construct a graph of Autonomous Systems’ connectivity from which routing loops may be pruned and some routing policy decisions at the Autonomous System level may be enforced.

The important feature of BGP is that it does not interpret any of the distance metrics located in routing update message. Thus, the BGP uses the distance field only in order to define whether a path exists. If the distance field is equal to 255 that means the network is unreachable, other values are comparable only if they refer to routers in the same Autonomous System.

The key features of the protocol are the notion of path attributes and aggregation of Network Layer Reachability Information (NLRI).

Path attributes provide BGP with flexibility and expandability. Path attributes are partitioned into well-known and optional. The provision for optional attributes allows experimentation that may involve a group of BGP routers without affecting the rest of the Internet. New optional attributes can be added to the protocol in much the same fashion as new options are added to the Telnet protocol, for instance.

The BGP routing information is exchanged using TCP protocol, thus, it is vulnerable to the same denial of service or authentication attacks that are present in any other TCP based protocol.

BGP does not require periodic refreshing of the entire routing table. The whole routing table is updated only when a connection with the neighbouring router is lost. 

Each BGP node sends KeepAlive packets in a given interval. The link is considered lost when no KeepAlive message is received within a HoldTime period. 

Possible failure events:

· link failure

· node failure

· route change reported by other node

All failures are detected in a HoldTime period (typical 90s [IETF-RFC-1774]) and propagated throughout the network. 

3.3 MPLS

3.3.1 Introduction

Currently, there is some work in progress in the IETF dealing with standardization of network recovery strategies in MPLS networks. This is reflected in the numerous internet-drafts that have been used as source for this MPLS section. Up till now however, nothing has been standardized. The intention of this section is to give an introduction to MPLS network recovery and to describe general concepts and problems to be solved. Some (not all) nice features of MPLS, making network recovery at MPLS level attractive, are described here. Note that this does not imply that there is no need for recovery at other levels. For the protocol specific aspects of MPLS, we refer to LION Deliverable D6 [LION-D6].

3.3.1.1 Why is MPLS attractive for network recovery?

First of all, it is possible in MPLS to set up a Label Switched Path (LSP), without allocating any resources to this LSP. Therefore it is possible to set up one (or more) backup LSPs in advance, in order to make the protection switching process faster, and to occupy/allocate resources along a backup LSP only when needed (thus in the case of failure). This is very similar to the principle of the backup-VP mechanism in ATM. This way of working combines the advantages of protection (fast recovery) and restoration (capacity efficiency).
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Figure 3‑17: Merging instead of switching at the downstream side
Secondly, some underlying technologies may allow merging in MPLS. This is interesting, since this makes it possible to merge working and backup LSPs downstream and thus only require to perform a protection switch upstream
 (see Figure 3‑17). This results in the fact that only the upstream side has to be notified (immediately) of a failure.

Thirdly, label stacking [WP1-M1-T2] makes it possible to provide a single backup LSP to protect multiple LSPs. Even more, Figure 3‑18 shows that the working LSPs (single dashed arrows) don’t have to be routed along the same path, as long as they are physical disjoint from the backup LSP (double dashed arrows). Note however, that there are some problems concerning the consistency of the labels inside the backup tunnel (see section 3.3.3.5).
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Figure 3‑18: A single backup LSP for multiple working LSPs
Fourthly, since MPLS resides at a higher layer, recovery at MPLS level may incorporate more service specific details. For example, along the alternate path low priority traffic (both working and rerouted) will be preempted first (instead of preempting all existing working traffic along the alternate path or not allowing traffic to be rerouted over the alternate path). Also a finer granularity of protected objects can be obtained at this higher layer.

Fifthly, MPLS recovery schemes can also capture IP-specific failures (e.g., defect of an IP-router), that are not visible at the OTN-layer.

3.3.2 MPLS Network Recovery: General Overview

The goal of this section is to describe the general principles, which form the basis for network recovery in MPLS networks. The section starts with a presentation of different ways to classify MPLS recovery schemes and the terminology applicable to these schemes. The remaining part of the section deals with failure detection, notification and clearance.

3.3.2.1 Classification

[IETF-draft 2] gives a good overview of all parameters, which are important to classify a recovery mechanism. We will give a summary in this section. Some of these concepts are described in more detail in the introduction on general principles of resilience strategies (section 3.1).

1) Initiation of path set-up: an alternative path can be established-on-demand or pre-established, thus prior to any failure. Please note that this MPLS chapter is mainly focussing on pre-established path recovery mechanisms.

2) Initiation of resource allocation: along the backup path resource could be reserved-on-demand or pre-reserved, prior to any failure. Note that pre-reserved allocation does not have to imply that these resources are used in working conditions. For instance in the case of 1:1 protection, these resources could carry other traffic in a best-effort way as long as the resources are not needed for recovery purposes.

3) Protected segment: the scope of a protected segment could range from local repair (link or node recovery) to global repair. This is thus similar to the distinction traditionally made between link and path restoration.

4) Path Mapping: a complete range is available from 1+1, over 1:n (with n >= 1) to the most general mapping m:n. Note that 1+1 is not capacity efficient (no resources along backup route can be reused for best-effort traffic) and it cannot profit from the merge capability of MPLS, since the downstream node has to select the appropriate signal in case of 1+1. Note also that the m:n path mapping is very general: m could be larger than n (called split path protection when n = 1).

5) Bypass tunnel: a bypass tunnel transports one or more recovery paths transparently along the alternative path. The intermediate Label Switch Routers (LSRs) are only treating the label of the bypass tunnel, which is stacked on top of the labels of the individual recovery paths. Thus a bypass tunnel could be used to implement a 1:n recovery mechanism. Note however that a bypass tunnel complicates things, due to the local significance of labels.

6) Granularity: an MPLS recovery mechanism is able to recover a complete range of granularities: from a portion of the traffic carried on a single path (protected traffic portion or PTP) up to bundle of paths (called protected path group or PPG).

7) Revertive Mode: there may exist a preferred path, which is always used, except in the case of a failure. This corresponds to the revertive mode. In the non-revertive mode no preferred route exists, and thus no switch back operation is performed after clearing the failure.

3.3.2.2 Terminology

As mentioned in [WP1-M1-T2] an IP router which is MPLS-capable, is called a Label Switch Router or LSR. Label Switched Paths or LSPs are set up from one LSR to another one.

An LSP intended for operation during normal working conditions, is called a working or active (label switched) path. Other LSPs, intended to carry the traffic of broken working paths, are called recovery paths. The LSR representing the source of both working and recovery path, is called Path Switch LSR or PSL. The LSR where both LSPs join each other again (probably merging), is called Path Merge LSR or PML. All other LSRs on working and recovery path, are called intermediate LSRs. A Protection Domain is defined as the set of LSRs over which the working and recovery path are routed.

This terminology is the one proposed in [IETF-draft 1]. A very similar terminology is used in [IETF-draft 3]: PSL and PML are called here Protection Switch LSR and Protection Merge LSR. An example of this terminology is shown in Figure 3‑19.
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Figure 3‑19: Terminology being used in [IETF-draft 1] and [IETF-draft 3] 

3.3.2.3 Fault detection

Note that the internet-drafts are not consistent in defining defects:

· [IETF-draft 1]: uses LF, LD, PF and PD (where L = Link, P = Path, F = Failure and D = Degradation). LF and LD are lower layer failures.

· [IETF-draft 3]: uses LOS (Loss of Signal), LF (Link Failure) and LOP (Loss of Packets). LOS refers here to a lower layer failure.

We propose to use the terminology: LF (Link Failure), LD (Link Degradation), PF (Path Failure) and PD (Path Degradation).

Only LF and LD failures, which are root failures in a lower layer, may (but do not have to) be reported by the lower layer. To be able to detect all possible failures (lower layer failures and MPLS failures) a liveness message method is proposed.

On each link liveness messages are periodically sent to the opposite site. This is done with a periodicity of TinterLiveness. After losing K consecutive liveness messages, a defect is declared and the failure notification mechanism is triggered.

3.3.2.4 Failure notification

During the set-up of LSPs a Reverse Notification Tree is also built. Since multiple LSPs for the same destination are merged, they form a multipoint-to-point tree. A reverse point-to-multipoint tree is built to carry notification messages in upstream direction (As discussed in section 3.3.2.1, 1+1 protection is one of the exceptions, where the protection switching is performed in a downstream LSR (the PML) instead of an upstream LSR (the PSL)). 

When a node has detected a failure, it will send FIS or Failure Indication Signals upstream along the Reverse Notification Tree. This process starts only after TholdOff, in order to give the lower layer a chance to restore the traffic. From then on, FIS messages are sent upstream, with a periodicity of TinterFIS and this during a time interval of length TmaxFIS. All the intermediate LSRs will propagate these FIS messages upstream along the Reverse Notification Tree (thus to all branches), until they have reached the leaf LSRs, in casu the PSLs. When a PSL receives a protection switch trigger (FIS message, failure detection of immediate downstream span, operator command), then the PSL will switch the traffic from the working LSP to the recovery LSP. However, this is delayed for TdampProt: this protection switch dampening timer is used to minimize misordering of packets.

3.3.2.5 Fault Clearance

A very similar scenario is followed when a failure is repaired. The clearance of a failure can be detected by the receipt of liveness messages or by a signal from the lower layer [IETF-draft 2]. In contrast to [IETF-draft 3], [IETF-draft 1] provides a wait-to-restore period, before sending FRS (Failure Recovery Signal) messages: TWTR. Although not covered by any internet-draft, we can define K’ as the number of liveness messages to be received, before the clearance of a failure is considered as being detected. This is most relevant for LD or PD defects (in the other cases K’ can be set to 1).

After the wait-to-restore period, the notification process is started. FRS messages are sent upstream along the Reverse Notification Tree. This is done with a periodicity TinterFRS and this during a period TmaxFRS.

In the revertive mode, the PSL will be triggered, by the receipt of a FRS message. After TdampRest (to minimize misordering) the traffic is switched back to the working LPS. An overview of these processes is given in Figure 3‑20 and Figure 3‑21.
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Figure 3‑20: Comparison of failure detection and failure clearance detection
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Figure 3‑21: Comparison of protection switching and revertive

3.3.3 Proposed Recovery Schemes

3.3.3.1 1:1 end-to-end protection

In this scheme the ingress LSR functions as the PSL and the egress LSR as the PML (thus PSL and PML are both Label Edge Routers (LERs)). A working and recovery path is set up between PSL and PML prior to any failure. Since this is an end-to-end scheme, it may happen that one or more LSRs are located between the PSL and the failing equipment. Therefore, a Reverse Notification Tree has to be set up from the PML to all PSLs. An example is shown in Figure 3‑22.
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Figure 3‑22: Example of end-to-end backup LSP

Note that in this case the PML has to deliver packets entering on both working and recovery paths to the IP layer. Thus in this case no real merging is required. For example, in the case of MP(S both working and backup optical channels are dropped by the OXC towards the IP layer. Figure 3‑23 shows an example of a PML at the edge of the network.
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Figure 3‑23: Possible configuration of Protection Merge LSR in case of an edge router

3.3.3.2 1:1 sub-network protection

A similar approach exists on a sub-network level. However, in this case the PSL and PML are not necessary a LER (edge router). An example is shown in Figure 3‑24.
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Figure 3‑24: Example of a backup LSP on sub-network level

Since the PML is not necessarily an edge router, the PML should perform real merging: two labels coming in at different interfaces are forwarded onto a single label on an outgoing interface. Therefore 1:1 sub-network protection is not feasible on merge-uncapable technologies (e.g., MPLS based on ATM or MP(S).

3.3.3.3 Local Repair: 1:1 link or node protection

Local repair is a special case of the more general backup LSP principle at sub-network level. In local repair the sub-network is limited to cover the protection of a single link or node. The principle of both cases is shown in Figure 3‑25.
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Figure 3‑25: Local repair

Note that the figure doesn’t show a RNT (Reverse Notification Tree). For most failure scenarios this is not needed in case of local repair.

3.3.3.4 Fast-Reroute: Local Loop-back

A slightly different scheme is provided by looping-back the traffic locally, thus immediately upstream from the failure (see Figure 3‑26). The PML is the LSR at the right below, the LSR representing the PSL is the node upstream of the failure. 

The scheme is actually implemented by extending (concatenating in the source LSR) the end-to-end backup LSP, which is routed physically disjoint from the working LSP, with an LSP which is routed along the same path as the working LSP but in the opposite direction.
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Figure 3‑26: Example of local loop-back

Figure 3‑26 shows what happens in case of a failure. The immediate upstream node is notified that a failure has occurred (or it detects the failure itself). This will trigger the loop-back switch: the traffic coming in on the working LSP is sent back upstream towards the source node and along the physically disjoint source-destination path. After a while the source node will notice that traffic is passing through the recovery LSP, and as a second line recovery strategy it may forward the traffic immediately along the recovery path, instead of sending it along the loop-back [IETF-draft 4]. However, this option introduces another temporary period of packet reordering and variation in the delays perceived by the packets.

An open issue concerns the source of the recovery path (pre-established before any failure!) [IETF-draft 4]. For rerouting purposes only, we can choose the last node before the PML on the working path as the source of the recovery path (see Figure 3‑26). Indeed, for rerouting purposes there is no need to originate the recovery LSP in the PML
, because it makes no sense to loop-back the traffic in the PML. However, although no failure notification towards the source node is required, nothing is said about how the LSR which is immediately upstream of a failing link, is notified of a failure in the downstream direction of the failing link. If the recovery LSP is used for this purpose, then this recovery LSP should originate in the PML. Another reason to originate the recovery path in the PML is provided by [IETF-draft 4]: the integrity of the recovery path could be checked, by sending a probe message from the PML along this path. If received back in the PML, then the PML knows that the recovery path is working properly. However, [IETF-draft 4] also brings up a drawback of this technique: one has to be careful that the source LSR is not triggered by this probe message flow to send the traffic immediately along the recovery path instead of the working LSP. We ourselves are wondering what the use is for the PML to check the integrity of the recovery path, since the protection switching actions in MPLS are often performed upstream?

Together with the working path, the reverse segment of the recovery path has to be set up. This requires some modifications of the protocol used to set up the working LSP (e.g., LDP or RSVP). [IETF-draft 5] provides those modifications in the case of RSVP. A PATH message (similar to a LR or Label Request in LDP) is sent by the source LSR to the destination LSR. This PATH message consists of a SESSION-ATTRIBUTE for the label request. To indicate fast-reroute, based on reverse-path alternate LSP, a new FLAG option (0x08
) is defined in the SESSION-ATTRIBUTE. When the destination LSR receives such a PATH message, it sends back a RESV message for the allocation of the labels of the working LSP (similar to the Label Mapping or LM in LDP). If the FLAG option, mentioned above, is set in the PATH message, the RESV message will include a new type object: REVERSE-LABEL-REQ. If an LSR processes a RESV message containing such an object, it also allocates the label for the reverse segment of the recovery path. And it informs the downstream (for the working path, upstream for the recovery path of course) LSR of the reverse-path label allocation, by including in the corresponding PATH message a new type object: REVERSE-LABEL.

3.3.3.5 Bypass tunneling

As already mentioned in section 3.3.2.1 and 3.3.1.1 (Figure 3‑18), label stacking makes it possible to transport multiple recovery paths along the same path transparently for intermediate LSRs. This becomes more important for shorter protected segments: Figure 3‑25 confirms that in the case of local repair, typically many LSPs are routed (and thus protected) between PSL and PML.

By stacking a common label on top of the labels of the recovery LSPs, the intermediate LSRs have only to process this common label: roughly speaking, one can say that a logical link/tunnel (= common label) is established between PSL and PML. Loosely speaking, compared to SDH, we can say that protection at VC-n level corresponds to the case without bypass tunneling and protection at MS level to the case with bypass tunneling. Note also that the principle of bypass tunneling is not restricted to local repair or in more general backup LSP mechanism, but that it can also be extended to the fast-reroute scheme with local loop-back [IETF-draft 4].

However, a major problem is which label to assign to each individual backup LSP, inside the bypass tunnel. Considering the example in Figure 3‑27: the PSL (left LSR) does not know anything about what labels are received by the PML (right LSR) along the working path, since labels have only a local (per link) significance. Then how does the PSL know, which labels to use inside the bypass tunnel, in order that the PML knows that it has to merge these labels, with the labels received by the PML along the working path?
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Figure 3‑27: Principle of bypass tunneling

Two cases exist:

1. PML has per-interface label significance: in this case the PML assigns labels per interface and thus there is no correlation between labels received on different interfaces. In this case, the PML has to assign labels to backup LSPs inside the tunnel labels and inform the PSL to use these label bindings. This is simply done by explicitly setting up the backup LSPs through the bypass tunnel, similar to the set-up of traditional backup LSPs. This is described in [IETF-draft 6] for the case of RSVP. A PATH message is sent to request the set-up of a backup LSP, with the same LSP_ID as the working LSP, but with Local_protection option disabled and Merge_permitted option enabled. The PATH message will also contain an Explicit Route Object (ERO), because a backup LSP is typically explicitly routed. This explicit route is obtained by removing all intermediate LSRs preceding the PML from the route of the working LSP. Note that, only in the case of backup LSPs not going through a bypass-tunnel, this ERO should also contain the intermediate LSRs along the backup path. The route from the working LSP is extracted from the ERO of the request for the set-up of the working path, or the Recorded Route Object (RRO) carried in the RESV message to distribute the label mappings of the working LSP.

2. PML has global label significance: in this case, the PML binds each label only once and thus knows that equal labels entering at different interfaces have to be merged. Thus, in this case there is no need to assign another label to the backup LSP. However, this does not solve the problem that the PSL does not know to which label the working LSP is bind at the interface preceding the PML. This is solved in [IETF-draft 6], by recording the labels too while recording the route and creating the RRO. Therefore, the request sent by the PSL should specify that the route and the corresponding labels have to be recorded. Therefore, a new FLAG option is defined in the SESSION_ATTRIBUTE (0x08
), specifying that labels have to be recorded.
By recording labels together with route of the working LSP, the PSL knows which label to send through the bypass tunnel.

3.4 SDH

3.4.1 Introduction

The Synchronous Digital Hierarchy (SDH) was introduced towards the end of the 1980s. This opened the way for a unified network structure on a world-wide scale, resulting in a means of efficient and economical network management for network providers. The networks can easily be adapted to meet the ever-growing demand for “bandwidth-hungry” applications and services.

3.4.2 Protection mechanisms

Network failures can occur for different reasons: human error, equipment and carrier breaking or consumption, etc. 

All protection mechanisms use spare circuits or components to provide back-up path. Two types of protection are available in SDH:

· Trail or MSP (Multiplex Section Protection) ([ITU-T G774.03])

· SNCP (Sub-Network Connection Protection) ([ITU-T G774.04])

MSP protection involves multiplexing section and a control protocol is required to realize this type of protection. SNCP is a path protection. It protects a sub-network at path level and doesn’t need any control protocol.

Two main procedures are available:

· 1+1 protection

· 1:N protection

In the first case (1+1), each flow is duplicated between origin and destination, routing along two separate paths. The end equipment selects the better flow. In 1:N protection, several working flows are protected by a single backup resource. If a failure occurs, only one flow can be protected. In particular, if N = 1, every flow is duplicated, but the protection is normally available to carry low-priority traffic when not used.

3.4.3 Network architectures

In a SDH network, we can have the following structures:

· Ring architecture (section 3.4.3.1)

· Mesh architecture (section 3.4.3.2)

3.4.3.1 Ring protection mechanisms

A ring is a closed structure constituted of N nodes. Several rings are used to form interconnected-ring networks.

Rings can have:

· 2 fibers: each interconnection is constituted of two mono-directional fibers, one for clockwise and the other one for anti-clockwise transmission.

· 4 fibers: each interconnection is constituted of four mono-directional fibers, two for clockwise and the other two for anti-clockwise transmission.

There is another possible classification of rings:

· mono-directional with two fibers: one fiber is used to transmit working flow and the other one to transport protection signal.

· Mono-directional with four fibers: in this case, working signal uses two fibers (both clockwise or anti-clockwise) and protection signal uses the other two.

· Bi-directional: both signals are transmitted on all available fibers as well as possible.

The following ring protection mechanisms are defined, and are summarized in Table 3‑3:

· SNCP Ring

· MS-DPRING Ring

·  MS-SPRING Ring

Table 3‑3: Protection Modes for SDH




Mono-directional rings
Bi-directional rings


1+1
1:1
1:N
1+1
1:1
1:N

MSP
=
MSDPRing
=
=
=
MSSPRing

SNCP
SNCPRing
=
=
SNCPRing
=
=

SNCPRing

In SNCPRing we have a 1+1 protection. This protection can be implemented with mono-directional rings (2 fibers), transmitting the protected flow in both directions. The reception equipment selects the better flow. The protection channel is selected when the working signal degradation becomes unacceptable. Only receiver equipment decides which flow is the best.

As shown in Figure 3‑28, a flow between node A and D is transmitted simultaneously in clockwise and anti-clockwise sense. Both working and protection fibers are used. 

Not-protected traffic can be transmitted occupying only one fiber.

SNCPRing protection can recover traffic owing to carrier or node failures.
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Figure 3‑28: Path protection in SDH ring

MSDPRing

MSDPRing implements section protection and works on STM-N flow.

1:1 protection on mono-directional rings is realized. In this case, if a defect occurs, transmitter and receiver equipments switch the circuit over to the protection fiber (see Figure 3‑29) after changing control protocol.
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Figure 3‑29: Mono-directional ring with MS-DPRING protection.

Because of dedicated protection it isn’t possible to define not-protected traffic.

MSSPRing

MSSPRing is a bi-directional ring and both fibers are used (Figure 3‑30).
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Figure 3‑30: Bi-directional ring with MS-SPRING protection.

The whole section capacity is divided between working and protection capacity. This ring uses 1:N protection. As in MSDPRing, for this type of protection a control protocol is necessary to switch working flow over the protection resource. The protected traffic flows in the opposite direction as regards the working flow (see Figure 3‑31). In this case, in the same fiber, working and protection traffics flow.
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Figure 3‑31: Ring with MS-SPRING protection.

3.4.3.2 Mesh networks

These are transport networks formed from nodes interconnected without particular rules. These nodes include DXC 4/4 for PDH and SDH techniques.

MSP is the more natural protection for point-to-point networks, (both 1+1 and 1:N) where there are not any DXC. 

For more complex mesh networks, SNCP is implemented (1+1 protection). Practically, it finds two independent physical ways on which flow demand is forwarded. In this way we can protect flows from single carrier/node damage.

3.4.4 Interconnections

Possible interconnections are interconnections between rings, and interconnections between mesh and ring.

3.4.4.1 Interconnections between rings

In this paragraph, some possible configurations are presented. Two interconnection classes can be defined:

· Single Homing when interconnection occurs by one node (Figure 3‑32);

· Dual Homing when interconnection occurs by two nodes (Figure 3‑33).

Single Homing interconnection does not provide any protection against failure of an interconnection node.
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Figure 3‑32: Single Homing interconnection

In Dual Homing interconnection we can define different configurations. The interconnection can have a 1+1 protection as shown in Figure 3‑33 or diversified protection (see Figure 3‑34).

In the first case we have a total protection against interconnection nodes failure. In the second case, we lose half of the traffic passing through two rings.
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Figure 3‑33: Dual Homing interconnection
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Figure 3‑34: Dual Homing diversified interconnection

Transport network protections add spare resources to redirect flows in failure situations. Possible protection methods are:

· 1+1 diversified

· 1+1 drop & continue

· Two ways diversified
· No protection

They will be discussed below. 

· 1+1 diversified protection (Figure 3‑35): 

All flows (belonging to the same demand) are duplicated and forwarded to both interconnection nodes. The protection closing is done only on the extremities of the flow demand (not on every crossed ring); so protection is done on termination equipment while the flow demand is not protected on transit equipment. The flow demand is protected (100%) as consequence of a link or node failure.
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Figure 3‑35: 1+1 diversified protection

· 1+1 drop & continue protection (Figure 3‑36): 

All flows (belonging to the same demand) are duplicated and forwarded to both interconnection nodes. Each interconnection node forwards flows to the second ring and to the other interconnection node.

[image: image37.wmf]100%

100%

100%

100%

100%

100%

100%

100%


Figure 3‑36: 1+1 Drop & Continue protection

· Two ways diversified (Figure 3‑37): 

The protection closing is done on each crossing ring: the two halves of the flow demand are protected in two different interconnection nodes.
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Figure 3‑37: Two ways diversified protection

· No protection: 

All flows are forwarded trying to minimize ring utilization. Flows are not protected and recovering is not guaranteed.

In relation to the ring classification done in section 3.4.3.1, we can have three different types of interconnection:

· SNCP-SNCP interconnection

· SPRING-SPRING interconnection

· SNCP-SPRING interconnection

· SNCP-SNCP interconnection

The possible interconnections between rings with this architecture are:

1)
SNCP-SNCP with drop & continue;
2)
SNCP-SNCP without drop & continue (1+1 diversified);
3) SNCP-SNCP with two ways diversified.

In the first case, flow demand is duplicated and forwarded to both interconnection nodes. As shown in Figure 3‑38, the anti-clockwise flow is dropped in node 1 and is also continued towards node 2. The same is for clockwise flow. In this way, both node 1 and node 2 can select the best flow to forward to node 3 and 4 respectively. The flow received at node 3 is routed along anti-clockwise direction, while the one received at node 4 flows along clockwise direction only. The destination node B can select the best flow. The same procedure is adopted about B to A flow. We have protection against node failure or simultaneous carrier damage in both rings.
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Figure 3‑38: Interconnection between SNCP Rings with drop & continue

In the second case (1+1 diversified), the flow is duplicated along two different ways (see Figure 3‑39). The protection level is less than the previous one, because we have protection against node failure or single carrier damage only.

In the last case, the flow demand, if possible, is divided into two equal parts towards interconnection nodes. With this protection method, we have 50% protection owing to node failure and full protection owing to carrier damage.
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Figure 3‑39: Interconnection between SNCP Rings without drop & continue

· SPRING-SPRING interconnection

In this paragraph the possible interconnections between MSSPRings are illustrated:

1)
SPRING-SPRING with drop & continue;
2) SPRING-SPRING without drop & continue (1+1 diversified);

3) SPRING-SPRING with two ways diversified.

As shown in Figure 3‑38, the anti-clockwise flow is dropped in node 1 and is also continued towards node 2; it drops the flow another time. Node 4 selects between the flow from node 2 and the one from node 1 through node 3, and forwards the best towards destination node B. In this case we can protect flows against node failure or simultaneous carrier damage in both rings (Figure 3‑40).
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Figure 3‑40: Interconnection between MSSPRING rings with drop & continue

The other two types of protection for SPRING-SPRING interconnection are like the SNCP-SNCP case.

· SNCP-SPRING interconnection

There are three interconnection types between different rings:

1. SNCP-SPRING with drop & continue;

2. SNCP-SPRING without drop & continue;

3. SNCP-SPRING with two ways diversified.

In the first case, flow demand is duplicated and forwarded to both interconnection ways. Node 4 selects the best flow to forward towards destination node. The flow from B to A is dropped in node 4 and continued towards node 3 and, through node 1, is sent to destination node A (clockwise way). Instead, the flow available at node 2 is routed in anti-clockwise sense towards node A. We have flow protection against node failure or simultaneous carrier damage (see Figure 3‑41).

For the other two protections we refer to analogue methods in previous paragraphs.
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Figure 3‑41: Interconnection between SNCP Ring and SPRING Ring

3.5 DPT

3.5.1 Introduction

DPT (Dynamic Packet Transport) defines a new protocol, the Spatial Reuse Protocol (SRP), and is proposed by CISCO Systems. For a general overview of the DPT solution, we refer to LION Deliverable D6 [LION-D6]. 

The protocol performing the protection is called the Intelligent Protection Switching (IPS) [IETF-RFC-2892] and will be discussed in more detail in Section 3.5.2.1. This discussion will mainly be based on the document [IETF-RFC-2892].

3.5.2 Recovery strategies

DPT provides two ways for recovering from a failure: Ring wrapping or the Intelligent Protection Switching (IPS) and Topology discovery (see Section 3.5.2.2). 

3.5.2.1 Intelligent protection Switching (IPS)

Intelligent protection switching (IPS) can be seen as a first line recovery strategy. After detecting a failure, the ring will be wrapped. The principle is very similar to that of MS-SPRing [ITU-T G841]. All traffic coming in at a node, adjacent to the failure, is sent in the opposite direction along the whole ring and switched back on the right ring (inner or outer) at the other node adjacent to the failure. Or in other words: inner and outer rings are connected to each other in order to from one long ring. However, DPT has some important advantages compared to SDH: misconnections [ITU-T G841] are impossible in DPT and no bandwidth has to be dedicated as spare capacity. Although misconnections do not occur in DPT, a mechanism was needed to prevent ever-circulating messages [IETF-RFC-2892]: the TTL-field and the stripping of the packet at the source, (when received with a matching ring_id) prevents such circumstances. Figure 3‑42 shows an example of a ring wrap, by using IPS.
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Figure 3‑42: IPS – ring wrapping [WP1-M1-T2] 

IPS protocol messages

The complete IPS request format is shown in Figure 3‑43. Important are the Originator MAC Address and the IPS octet. The Originator MAC Address may be different from the Source Address, for an IPS request along the long path, since control messages are only sent between neighboring nodes. However, after processing, the content of the IPS request along the path is forwarded in a new control message towards the next hop. The IPS octet contains three subfields:

1. IPS request type (4 bits): depending on the cause of the request, some requests may be more important than others. Several request types are defined for this purpose (see next subsection ‘IPS triggering’).

2. Path indicator (single bit): this bit specifies if the IPS request is sent along the failing span (short path) or along the opposite side of the ring (long path). Important to mention is that a ring wrap can only be triggered by IPS requests along the short path. The IPS requests along the long path are used to inform the other nodes on the ring that this ring wrap is established. This is needed to be able to respect the protection priority hierarchy (defined by the request types).

3. Status Code (three bits: 0X0): indicates if the IPS source (specified in the Originator MAC Address field) is in wrap (Protection Switch Completed – Traffic Wrapped: X=1) or idle (X=0) status [IETF-RFC-2892].
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Figure 3‑43: IPS request format [IETF-RFC-2892] (FCS not shown)

To summarize we can describe an IPS request as four fields: IPS(request type, source, status, path indicator).

Important to note is also that IPS requests are sent periodically with a time-out interval ranging from 10 (default) to 600 sec (WTR-timer) [IETF-RFC-2892]. The periodicity at which IPS requests are sent is configurable between 1 and 60 seconds. IPS requests are never wrapped.

IPS triggering

A protection switch or ring wrap has to be triggered in one way or another. There are actually three events triggering a protection switch in a particular node:

1. Failure detection (automatic local request): the node will automatically detect that the signal on an incoming link has degraded or completely disappeared.

2. Operator initiated (manual local request): the possibility exists for an operator to perform a manual or forced switch.

3. Receipt of IPS request along SHORT path (automatic): to isolate a (failing) span from the ring, two nodes have to perform a protection switch. However, in the case that only one direction of the span fails, or when an operator initiated a local request, the other node of the span has to be informed that he has also to perform a protection switch.
Therefore, an IPS request is sent along the short path (see next subsection ‘IPS actions’) after processing a local IPS request. It is possible that this message is lost (e.g., in the case that both directions of the span are failing), but then the opposite node will be triggered by a local request due to a automatic failure detection.

As mentioned already in subsection ‘IPS protocol messages’ some requests are more important than others. The hierarchy to be respected is shown in Figure 3‑43, right side (from highest to lowest priority). Multiple requests cannot coexist (and are overridden/unwrapped, when appropriate), except for SF and/or FS requests.

Returning to the unwrapped status is achieved by clearing the appropriate request(s). Clearing failures (SF or SD) will result in an intermediate status: wait-to-restore (WTR). This is done to assure stability. This WTR request is hold during a user-configurable period (between 10 and 600 seconds: default value is 60 s [IETF-RFC-2892]).

Note that the WTR-timer is kept in the node, which initially detected the failure. However, when the failure has affected both directions of the span, the two end-points will run such a timer: in this case the nodes will only unwrap, when both WTR-timers went off (or in other words, a node will not unwrap when receiving non-IDLE short path request [IETF-RFC-2892]). 
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Figure 3‑44: State diagram for a particular node

An overview of this process is shown in Figure 3‑44. To understand this diagram completely, it may be necessary to read the following subsection.

IPS actions

As discussed above, three events can trigger a node to go in wrapped status. After triggering, there are obviously some actions to take.

1. Node wrap: the first thing to do is obviously to wrap the node.

2. Request opposite side for ring wrap: only in the case of a bi-directional failure, both end-points of the failing span will detect a failure (automatic local request). To assure that the opposite side is always triggered a short path request is sent in the upstream direction along the failing span.

Note however, that only nodes triggered by a local request (thus not by a short path request) are sending upstream short path requests. In other words we can say that master/slave
 relationship is built up. A node triggered by a short path request is sending IDLE requests along the short path (or upstream along the failing span). This is probably done because otherwise a loop between both end-points would be established periodically feeding (see end of subsection ‘IPS protocol messages’) each other with wrap requests. This would make it very hard to break through this loop in order to unwrap the ring again (e.g., think about clearing an operator request for a MS).

3. Informing other nodes on the ring: a node being wrapped (thus also those triggered by a short path IPS request) is feeding the long path (thus not along the failing span) with IPS requests. This is only to inform the other nodes on the ring of the existence of the ring wrap in that node. This is necessary, in order to be able to respect the request priority hierarchy, when a new request would be raised in a node along the long path.
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Figure 3‑45: IPS actions

Figure 3‑45 shows the three actions to be taken by IPS. At the left side, we see the case that a node is triggered by a local request (master). At the right side a (slave) node, processing a short path request, is shown.

Important to note is that a ring wrap is performed immediately after receiving an IPS request. This implies that it would be possible to do very fast protection switching. However, what is the timing, before the ring is stabilized? This is important to know, as adaptive algorithms, such as TCP, have to become stable again. Tests have shown that currently the ring gets stabilized within milliseconds. Depending upon the topology, the reconvergence time currently varies between 10 and 100+ms. Code is being verified and the upper limit is going to be brought back to 50 ms, in any topology.

From a timing perspective, it is important to know if this IPS request can be sent immediately after a request have been raised in a node, or is done with respect to the periodical nature, as described in subsection ‘IPS protocol messages’. In the current implementation, the IPS request is sent immediately after the request has been raised in the node.

3.5.2.2 Topology Discovery

As a second line recovery mechanism, the topology is discovered automatically periodically. Once a source node has discovered a new topology, it can feed again the data messages along the shortest path and thus avoiding that packets are going through the wrapped nodes. It is obvious that topology discovery will be much slower than IPS, or even just unacceptably slow. This depends on the topology discovery packet timer (i.e. order of seconds). It should however be noted that topology rediscovery must not be seen as a "recovery" mechanism. It is a reoptimization mechanism after e.g. ring wraps.

To discover the topology a node is sending out topology discovery control messages. The format of this messages is shown in Figure 3‑46. The content of the message starts with the Originator’s Globally Unique MAC Address (assigned by IEEE). Note that this unique address is required, since MAC addresses of nodes could be changed [IETF-RFC-2892]. The rest of the content of the topology discovery message contains a sequence of MAC bindings. This sequence is buildup, by each node, processing the message, appending its own MAC binding and forwarding the message to the next hop. In the case of a ring wrap, the wrapped nodes indicate a wrapped status and topology discovery messages received on the wrapped segment (thus with the wrong ring_id) are simply forwarded. Ring_id (bit 1) and Wrapped Status (bit 2) are specified in the MAC Type octet, which is a sub-field of the MAC binding. The other sub-field of the MAC binding is the 48 bit MAC address.

The topology discovery is completed when the topology discovery message is received (with correct ring_id) and stripped from the ring, by the originator node. The message contains at that moment a topology map of all reachable nodes. However, a topology is only accepted, after the receipt of two new identical topologies [IETF-RFC-2892]. This is done to assure stability during transient conditions.

Topology discovery is performed periodically This parameter is settable between 1 and 600 seconds. The default value is 5 seconds. However, a topology discovery could also be initiated on a “need to discover” basis: e.g., when detecting a ring wrap or when first entering the ring.
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Figure 3‑46: Topology discovery control message format [IETF-RFC-2892] (FCS not shown)
3.6 GbE

The term Ethernet refers to the family of local area network (LAN) implementations that includes

three principal categories.

· Ethernet and IEEE 802.3—LAN specifications that operate at 10 Mbps over coaxial cable.

· 100-Mbps Ethernet—A single LAN specification, also known as Fast Ethernet, that operates at 100 Mbps over twisted-pair cable.

· 1000-Mbps Ethernet—A single LAN specification, also known as Gigabit Ethernet, that operates at 1000 Mbps (1 Gbps) over fiber and twisted-pair cables. 

Ethernet has survived as an essential media technology because of its tremendous flexibility and its relative simplicity to implement. Although other technologies (such as ATM or Frame Relay) have been proposed as likely replacements, network managers have turned to Ethernet and its derivatives as effective solutions for a range of campus implementation requirements. To resolve Ethernet’s limitations, innovators (and standards bodies) have created progressively larger Ethernet buses as the technology increased its ability to support high speed transmission.

Ethernet as a low-level protocol, has no resilience features built-in. Certain features of resiliency can be introduced as additional functions imposed by network architecture and bridge abilities to cope with failures.

3.7 POS

3.7.1 Introduction

With the explosion in IP-based customer demand for applications, connectivity and services, there is a very big interest about reliability and availability of IP-based network infrastructures. Considering that, the expectations for service restoration in a SONET/SDH networks, (in a ring topology) is 50 ms or less, also layer 3 protection must set the goal of service restoration in milliseconds; otherwise the SDH layer will restore, but the end-to-end application may not have taken this new topology into account (Figure 3‑47). The two most significant characteristics of IP, as it relates to reliability and service restoration, are that it is a connectionless protocol and it is transport independent. The first characteristic puts the problem of IP restoration in contrast with the common circuit-based procedures; the second obliges us to take into account the possible solutions for IP transport, like ATM, SDH, Gigabit-Ethernet and OTN. The focus of this section is to consider the SDH-based solution (POS).
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Figure 3‑47: IP over SDH network 
3.7.2 Sonet/SDH protection switching

The SDH frame structure has been designed to contain a large amount of overhead information. The overhead provides for variety of management and other functions such as Alarm Indication Signals (AIS), Failures detection and also for protection switching.

Automatic protection switching is the capability of a transmission system to detect a failure on a working facility and to switch to a standby facility to recover the traffic. As there are always two available paths, one is working and the secondary is in standby mode. SDH provides protection schemes for physical layer restoration and does not include the IP services layer but the physical state of the interfaces is communicated to the layer 3 to invoke service restoration.

Only the multiplex section in SDH is protected in this automatic fashion. The Multiplex Section protection mechanism is co-ordinated by the K1 and K2 bytes in the Multiplex Section Overhead. Path protection is managed at a higher level by network management functions.

3.7.3 Packet over Sonet protection switching

IP over SDH technology is being deployed today in IP backbone networks to provide efficient, cost-effective, high-speed transport between fast routers 

The IP routers with POS interfaces can receive and send appropriate protection signals to connecting ADMs to detect failure states.

POS protection switching configures a pair of lines for line redundancy so that the interface hardware automatically switches from a working line to the protection line or vice versa within a specified period after an active line failure. Upon a detection of a signal line fail condition or a signal degradation condition (i.e. BER exceeding a configured limit), the hardware switches from the working line to the protection line. In Figure 3‑48 we can see a possible configuration of POS protection switching. 
Two modes of protection switching are provided: 1+1 protection switching and 1:N protection switching.
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Figure 3‑48: Protection Switching
3.7.3.1 1+1 Protection Switching

Packet over Sonet 1+1 protection switching guards against both fiber cuts and front card failure; this kind of protection requires line and card redundancy. For every working line, a redundant protection line exists, as is shown in Figure 3‑49.

Traffic is carried simultaneously by the two lines and the receiver must select cells from either line and continue forward one consistent traffic stream.
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Figure 3‑49: 1+1 Protection Switching
3.7.3.2 1:1 Protection switching 

Packet over SDH 1:1 protection switching is a particular case of 1:N protection switching. It is a single card solution that guards against fiber cuts but not against card failure. This kind of protection requires that for every working line, a protection line exists, as is shown in Figure 3‑50.
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Figure 3‑50: 1:1 Protection Switching
Traffic protected by redundancy is carried on the protection only when a failure occurs on the working line. In some configuration the hardware switches back to the working line after a configured time period (Wait to Restore).

3.8 OTN

3.8.1 Introduction

Optical transport networking is the natural next step in the evolution of transport networking. Evolving WDM Optical transport Network (OTN) architectures (including network topologies and survivability schemes) will closely resemble those for SDH networks, nevertheless a single fiber cut can now conceivably affect upwards of a terabit of traffic. Thus, survivability is central to optical networking's role as the unifying transport infrastructure. Optical network survivability will bear a high-level resemblance to SDH survivability, since the network topologies and types of network elements are so similar. Within the optical layer, survivability mechanisms will continue to offer fastest possible recovery from fiber cuts and other physical media faults as well as more efficient and flexible management of protection capacity. Since OTN is conceptually analogous to SDH (sub-layers are defined that reflect client-server relationships), it should come as no surprise that the restoration and protection schemes for both are remarkably similar. However, survivable optical networks must provide more flexible support for the requirements of a wide range of client signals.

Next sections describe in details some of the main protection and restoration techniques used in the optical layer. Ring protection as well as mesh restoration is covered.

3.8.2 Ring protection

3.8.2.1 OMS-DPRing 

The OMS-DPRing (Optical Multiplex Section DPRing) is comparable to the MS-DPRing. Traffic is protected on an Optical Multiplex Section (OMS) basis. One fiber on the ring is used for working traffic, the other fiber is used for protection traffic. Each wavelength demand on the ring is protected by a dedicated protection wavelength that is routed along the reverse side of the ring. Both wavelengths of a bi-directional wavelength demand are routed on different sides of the ring, but using the same wavelength. The same is true for the protection wavelengths on the other fiber. It is not possible to reuse wavelengths for different demands on the ring.

3.8.2.2 OCh-DPRing 

In an OCh-DPRing (Optical Channel DPRing, Figure 3‑51), each wavelength demand is protected by using main working path along one side of the ring and a protection path along the other side of the ring. The protection switching occurs at the Optical Channel (OCh) level. When a failure occurs within the ring, the affected traffic is switched over to the protection path.
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Figure 3‑51: OCh-DPRing

An OCh-DPRing consists of two counter-rotating fibers using WDM on each fiber. Bi-directional wavelength demands are supported by two wavelengths, one in each direction. There exist two possibilities for the routing of the bi-directional wavelength demand over the fibers. Both working wavelengths of the bi-directional wavelength demand can be routed along the same side of the ring, in different fibers, using the same wavelength. Or, both working wavelengths can be routed on different sides of the rings. In this case, one fiber on the ring only contains working traffic and the fiber on the reverse side only contains protection traffic. 

3.8.2.3 OMS-SPRing 

Protection is done at the OMS level. In a 2-fiber OMS-SPRing (Figure 3‑52), half of the wavelengths on each fiber are reserved as protection channels. In the event of a failure condition, the nodes adjacent to the failure will loop back all the affected lightpaths at once on the protection channels of the ring. Different wavelengths for both directions have to be used, otherwise wavelength conversion is required when traffic on a working channel is switched to a protection channel in the opposite direction. 
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Figure 3‑52: 2-fiber OMS-SPRing

In a 4-fiber OMS-SPRing, working and protection channels are carried over different fibers, which enables to assign both directions of each working path to the same wavelength.

3.8.2.4 OCh-SPRing

Protection is done at the OCh level. The OCh-SPRing is a 2-fiber ring, on which half of the wavelengths on each fiber are reserved for protection traffic. Working channels in one fiber are protected by the protection channels in the other fiber, traveling in the other direction around the ring. The two wavelengths of a bi-directional wavelength demand are routed on the same side of the ring, in different fibers. The same wavelength can be reused for another, non-overlapping demand between different nodes. There is no dedicated protection path, but a number of spare wavelengths that can be accessed by different connections. When a failure occurs, the affected optical channels are switched to the other side of the ring, using the protection channels on the ring. Bi-directional traffic has to use different wavelengths for both directions, otherwise wavelength conversion is required when traffic on a working channel is switched to a protection channel in the opposite direction.

3.8.3 Mesh protection/restoration

In this section shared-optical protection techniques will be described. We will focus mainly on link protection, however some information about path protection will be included as well. The protection methodology is, in a broad sense, a generalization of the SPRINGs. Each link carries a protection fiber for each working fiber, and thus provides redundancy 100%. APS for link failures are simpler than for node failures. The described techniques are based on [Ellinas-1998].

3.8.3.1 Link Failure restoration

Every network link consists of a pair of working fibers accompanied by a pair of protection fibers. In case of a failure, the protection switches at the ends of the failed link move to the protection state, having as a result the rerouting of the affected traffic around the fault over a path consisting of protection fibers. The main idea behind this approach is the off-line calculation of protection cycles, based on the network topology and not on the current network state. A switching protocol is needed to co-ordinate the protection switching in every node.

Key point for a successful operation of this technique is the creation of a family of protection cycles. It can be proved that every network with topology that is at least two-edge connected, can be protected against single link failures. Protection against link failures in networks with graphs that are one-edge connected is not possible. This technique applies for planar and non-planar graphs.

3.8.3.2 APS for Link Failures using Protection Cycles

It is assumed that a family of protection cycles has been already determined. For more information about how to determine protection cycles, we refer to [Finn-1997] and [Medard-1999]. Figure 3‑53 depicts a seven-node planar network. The protection ports of the protection switches within each node are connected by intra-nodal fibers creating the family of the protection cycles. These intra-nodal connections are fixed during the set-up of the network and remain unchanged thereafter, unless there is a permanent change in the network topology. 
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Figure 3‑53: Seven-node planar network with default protection switching

Upon the detection of a fault, the protection switches on this link switch to their protection position, leaving the other optical cross-connects in their current states. When the failure is restored, a clear command of the APS is issued and restores the affected optical cross-connects to their default state. Figure 3‑54 depicts the protection scenario, after a failure in the indicated link. In case of a link failure in any protection cycle, recovery from both failures is not possible.
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Figure 3‑54: Seven-node planar network after a link failure

The overall physical path length for a connection that is used that protection cycle, is increased and should be kept small in order to maintain an acceptable signal quality after the failure. 

Generally, it is preferable to choose protection cycle families that consists of many short cycles rather than a few long ones. 

3.8.3.3 Node Failure Restoration

The same concept can be extended to protect against node failures, although node failure restoration is a more complex issue. The required protection switch hardware differs depending on the arrangement of the families of the protection cycles, which in turns depends on the network topology. The same assumptions as in the previous case apply here, assuming a bridgeless network that is two-vertex connected. When an OXC fails, one of the active connections (priority connection) that use that OXC, is restored immediately through the action of the protection switches and fibers. This approach is applicable in planar network.

3.8.3.4 Optical Path Protection

In this case an end-to-end alternate path is set up between the source and the destination of each affected path in the case of a failure. The working and protected paths must be edge- or node-disjoint to guarantee successful single link or node failure recovery. These paths are usually pre-calculated in order to achieve fast restoration. The technique is based on creating redundant trees that provide two-edge or two-node connectivity to all the other nodes. Two directed spanning trees are found, namely a working and a protection tree, for every node, such that a failure does not affect the traffic upstream of that failure on the working tree, whereas the traffic downstream from that failure now uses the protection tree. Figure 3‑55 gives such an example. More information can be found in [Finn-1997] and [Medard-1999].
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Figure 3‑55: Spanning trees used in optical path protection

3.9 MP(S and resilience

3.9.1 Introduction

MPLS (MultiProtocol Label Switching), is a connection mechanism able to establish virtual connections at the IP layer without the dependence on the link layer in order to perform a fast forwarding of layer three flows at layer two. MPLS provides connection-oriented (label based) switching based on IP routing and control protocols [IETF-draft 9].

In order to reach a closer IP-WDM integration and to provide the fast forwarding of layer three flow at layer one (i. e., optical layer), a novel approach based on MPLS, has been proposed. This new approach is called Lambda-labeling [Ghanir-2000] (MP(S) and it applies the Label Switched Path (LSP) concept to optical lightpath channels and the analogy between the MPLS labels and the MP(S wavelengths, which are the optical channels. 

The MPLS control plane [Seetharaman-1999] is now attached to the Optical cross-connects/ Wavelength router/switches (OXC/WRS) devices, which are termed as optical lambda switch router (O-LSR) nodes. Again there is an analogy between the MPLS LSR and the MP(S O-LSR nodes. Nevertheless, there is an important difference between these two kinds of nodes. MPLS LSR nodes are electrical and able to perform different label operations such as label add-drop, labels swapping, label merging, label stacking, etc., whereas the MP(S O-LSR nodes only perform simple label operations: label pass-through, label swapping and label add-drop. These operations will be presented more in detail in the next section.
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Figure 3‑56: Optical network using MPS within an IP/MPLS network

When a connection using IP-MPLS traverses a full optical network where MPS is implemented, there are no significant changes, because the wavelength(s) used at the optical network, can be seen as a label added to the label stack, and the OXC with MPS control plane has also assigned an IP address. One difference may be that the label is not stacked over the other labels but it is the wavelength itself used at the transmission.

3.9.2 Network Survivability

The MPLS framework performs LSP restoration by storing backup LSP routes so that when a failure occurs, the traffic is switched to the backup LSP routes. The timing and the way these backup routes are calculated have not been specified yet in the standards.

In MP(S, the backup lightpaths can be considered as backup LSP routes. All the restoration schemes considered and presented in MPLS (link-based and path-based), also apply to the MP(S approach.

3.9.2.1 Link-based and fiber-based protection approach

Recent research proposes a new fiber-based restoration scheme, which uses the concept of wavelength multiplexing used in WDM networks. This scheme aggregates (stacks) all the wavelengths of one link into a larger optical LSP so that when a failure occurs in this link, not each wavelength but the larger LSP is switched through another link (using the link-based restoration of MPLS). In this way, the restoration response times and the MPLS signaling are reduced.
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Figure 3‑57: Link-based and fiber-based protection approach

3.9.2.2 Local protection

The protection uses pre- established backup paths (backup O-LSPs). In the case of local protection, this backup O-LSP spans a singe link or a single node. 

Generally speaking, they are two important issues with pre-established backup paths (backup O-LSPs). The first one is a result of the fact that the limited number of wavelengths is the “capacity” bottleneck in optical networks. Thus, from the moment that a backup LSP is set up, it consumes a wavelength (optical label) and thus a scarce resource, leading to dedicated protection instead of shared protection (as in regular packet-based MPLS). Figure 3‑58 shows that two backup O-LSPs cannot share a wavelength. The second issue is more critical from a practical implementation viewpoint. Current Optical Network Elements (ONEs) are not able to merge the incoming working and backup O-LSPs into a single outgoing O-LSP (of the same capacity). A possibility to simulate the merging of the working and backup O-LSPs, is to perform kind of a passive selection/switching (similarly as in 1+1 protection). The selection is passive in the sense that the O-PML senses the incoming O-LSPs in order to decide on its own which signal to select (the upstream O-PSL will always send the signal along one of both paths). The question is then how to indicate that an O-LSP is “inactive”? A first possibility is to send no signal at all along an inactive O-LSP, allowing the selector to be implemented as a passive combiner. Another possibility is to indicate in the framing overhead (e.g., SDH or Digital Wrapper (DW) framing) of the channel that the O-LSP is “inactive” or “unequipped”. This is much harder to implement, since each ONE should be able to process/modify the framing overhead and the O-PML has to really “switch” as fast as possible from one input to the other one. However, it is possible that there is temporary an active signal on both inputs (e.g., when switching back to the working O-LSP, after the failure has been repaired). A real switch has the advantage that it can switch very fast from one signal to the other one, while the output of a passive combiner will generate an invalid signal in this temporary situation. Since there is no label stacking equivalent in MPS, the backup O-LSPs cannot be aggregated in a single tunnel.
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Figure 3‑58: Local protection in MPS

3.9.2.3 Path protection

In path or end-to-end protection, a pre-established disjoint backup O-LSP is set up, spanning the working LSP from ingress to egress.

Path protection suffers from the same problems as Local protection, since it is also based on backup O-LSPs. The merging problem may be less critical for path protection in the IP-over-OTN network scenario. Because the destination (egress) node always functions as PML in path protection, and since IP is connection-less (and thus no in-order delivery is required), one can simply drop both signals to the IP router (see Figure 3‑59). The store-and-forward IP router will simply treat all packets that come in through all interfaces. The situation becomes a little more complex, when the IP router is an MPL-capable router. In that case, the LSR should be aware of the fact that packets with the same label coming in at both interfaces, should be treated in the same way (i.e. forward on the same outgoing interface and with the same label). Note also that although Path protection in MPS is dedicated, it differs from regular 1+1 optical channel protection, since the protection switching is performed upstream (PSL) and downstream respectively.

[image: image60.wmf]IP router

OXC

Working 

O-LSP

Backup 

O-LSP

IP

OTN


Figure 3‑59: Avoiding merging in path protection

3.9.2.4 Local loop-back

Also the Local Loop-back scheme suffers from the fact that it is expensive (due to the dedicated protection) and that merging of working and backup O-LSPs is not possible. Similar to Path protection, the merging problem is less critical for Local Loop-back in an IP-over-OTN network scenario, since the destination node function as PML. A significant difference in required spare resources between Local Loop-back and Path Protection in MPS networks can be expected, but not in regular packet-based MPLS networks. This is explained in Figure 3‑60. The reason is that the downstream part (from the failure) of a working LSP no longer consumes any resources in MPLS networks. This “working” capacity is reused by a backup LSP protecting another working LSP, which is routed in the opposite direction of the first working LSP. This is not true for MPS networks, since pre-established O-LSPs (working or backup) always occupy a wavelength, even if they do not carry any useful information (e.g., downstream from a failure).
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Figure 3‑60: Local Loop-back in MPS networks

3.9.3 Improving capacity requirements of MPS protection

Introduction - dedicated protection

The protection schemes (Local Protection, Path Protection and Local Loop-back) result in dedicated protection for MPS and shared protection for MPLS. The dedicated protection is the result of the fact that the pre-established backup O-LSPs always occupy (even if no failure exists) a wavelength (which is the capacity unit for optical networks). Due to the fixed bandwidth (e.g., 10 Gbps) of an O-LSP, the merging of a working and a backup O-LSP should be simulated by a passive selector/switch. The goal of this section is to present some potential improvements for the protection schemes, in order to avoid that these schemes end up with the worst case of (expensive) dedicated protection.

3.9.3.1 Improvement 1: backup tree

The backup O-LSPs in Figure 3‑58 do not share wavelengths, although they protect other links and they partially overlap. If it is possible to simulate merging in the PML with an passive selector/switch, then this should also be possible in other nodes. The idea is thus that backup O-LSPs with the same destination (PML), which overlap between O-LSR x and the PML and which protect different lines or equipment, are merged into a single outgoing O-LSP in O-LSR x. This results in a backup tree as shown in Figure 3‑61 (the right side shows a configuration for a particular failure scenario). Things get complicated for this solution, because the root of the backup tree has to be merged with all the working O-LSPs protected by this backup tree (Figure 3‑61 shows that the signal coming from the backup tree is sent to both selectors in the PML). Another complication is that during the set-up of a backup O-LSP a decision has to be made, whether “merging” is allowed or not (merged backup O-LSPs may not protect the same lines or equipment). This requires a modification of the Label Distribution Protocol. Probably, a solution has to be found in sending the route of the working O-LSP in the Optical Label (wavelength) Request (O-LR) for the back-up O-LSP. Based on this information the downstream O-LSRs can respond correctly to this request.
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Figure 3‑61: Backup tree concept

This backup tree concept is applicable to all protection schemes (Local and Path Protection and Local Loop-back). However, this solution is not optimal for Path Protection and Local Loop-back.

3.9.3.2 Improvement 2: converging backup tree

It is obvious that the improvement described in section 3.9.3.2 is not optimal, because one of the constraints for merging is that the merged backup O-LSPs should have the same destination. Figure 12 illustrates how this could be solved. In the previous solution, the root of the backup tree (or in other words the PML) replaces a failing signal (of an incoming working O-LSP) with the signal from the backup tree. In this solution, this functionality is not only limited to the root of the backup tree. The result is a converging backup tree, in the sense that each O-LSR may “merge” multiple backup O-LSPs into a single signal, and this signal is forwarded as long as it is not required locally for a Protection “Merge” in the case that the O-LSR perceives a failing incoming working O-LSP. It is clear that a tree is needed, since an O-LSR along the backup tree does not know which primary O-LSPs (not transiting the O-LSR) is failing and thus it would not be able to decide along which output to forward the backup signal (this is emphasized by the word converging in “converging backup tree”). Note also that this extension makes the process of the set-up of backup O-LSPs even more complex (this issue was already raised in section 3.9.3.2).
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Figure 3‑62: Converging backup tree concept

Note that this improvement is applicable to all protection schemes. However, it is not possible anymore to avoid the protection merge in Path Protection and Local Loop-back, by simply dropping the backup signal to the client, because the O-LSRs should decide whether the backup signal is intended for a downstream O-PML or not.

3.9.4 Fault detection and localization

In pure optical networks, fault monitoring is not possible due to the transparency of the data transmission. Some data framing is needed in order to have some performance monitoring overhead as done in SDH/SONET
 or as it is proposed with “optical packets” or “digital wrappers” [Bonenfant-1999]. This monitoring overhead should be able to provide performance parameters such as excessive Bit Error Rate, loss of connection, etc. This framing layer is a simple layer between the IP and the optical layer, which just performs the frame monitoring. At the optical nodes, this layer only takes care of detecting and localizing the failures because the connection restoration is done using the MPLS signaling at the IP layer.

Another way to perform fault detection and localization is to use time-based approaches, which use MPLS keep-alive messages. The two drawbacks of this approach are the restoration time, which depends on the refreshing times and the network topology, and is usually larger than the other approaches; and the network traffic, which increases when the refreshing times decrease.

3.9.5 MP(S Limitations

IP/DWDM networks using MP(S do not support TDM and do not have packet buffering. Hence, no scheduling algorithm is required, i.e. the packets are sent as they are received. There is no policing nor priority need.

Because the implementation of MP(S is currently vendor specific, no system interoperability is encouraged.

3.10 Generalized MPLS - Protection/Restoration

This section includes some features of the generalized MPLS that seem useful for protection/restoration purposes and may also influence the performance of protection/restoration mechanisms. Moreover, features that are important for the optical domain are underlined as well. A more detail description of the generalized MPLS functions is out of the scope of this document and the reader is referred to LION Deliverable D6 [IETF-draft10] for more information. 

3.10.1 Generalized Label Request

The generalized Label request allows the communication of characteristics required to support the LSP being requested. The characteristics includes desired link protection, LSP encoding and LSP payload. 

If a particular protection type is requested, the connection request is processed only if the requested protection type is supported and can be honoured. The LSP encoding parameter indicates the encoding type that will be used with the data associated with the LSP. It represents the nature of the LSP and not the nature of the link that the LSP traverses.

3.10.2 Suggested Label

For optimization reasons, an upstream node can provide to a downstream node with its label preference. Thus, the upstream node can start configuring its hardware before the label communicating to the downstream node. This permits the reduction of the configuration and may be important for restoration purposes where alternative LSPs may need to be fast established. 

3.10.3 Label Set

The Label Set is used to limit the label choices of a downstream node to a set of acceptable labels. This is a useful feature for the optical domain for the following reasons:

· The end equipment may be capable of transmitting and receiving only on a small set of wavelengths/wavebands.

· The existence of equipment that cannot support wavelength conversion and thus the same wavelength should be used end-to-end.

· When the reduction of the optical signals’ distortion is need, the wavelength conversion can be limited using the label set.

· The two ends of a link may support different sets of wavelengths

3.10.4 Bi-directional LSPs

Normally, for establishing a bi-directional LSP, two independent unidirectional LSP should be established. This approaches has several drawbacks:

· It takes long time for the establishment of a bi-directional LSP, since both ends should initiate a request for the establishment of the bi-directional LSP. Even for an unsuccessful establishment the time required to discover it is longer as well. These delays are particularly significant for LSPs that are established for restoration purposes. 

· The overhead of the signalling is twice, since both ends should send separate control messages. 

· Route selection is complicate, since the resources are allocated in separate segments. The fact that the resource are allocated in separate segments lead to a contention for resources, which has as a result the decrease of the probability for a successful establishment.

· Makes difficult the protection switching of bi-directional paths. 

· Complicate the establishment of optical LSPs, where bi-directionality is a necessity.

With the establishment of bi-directional LSPs, both paths from initiator to terminator and backwards are established using a single set of messages, thus leading to time ad controls messages reduction. 

3.10.5 Notification

The generalized MPLS defines two notification messages. The first message allows the notification of failures and other events to nodes that are responsible for restoring failed LSPs and the second message supports the combination/merging of such notifications into a single message. 

The notification message can be targeted to a node other than the immediate upstream or downstream neighbour and in that sense is different from the traditional error messages. This seems useful for protection/restoration purposes since the notification message can be directly transmitted to a node, which is responsible for restoring the LSPs. The bundling message allows the aggregation of many messages into a single, reducing the control messages 

4 Failure Scenarios

This section introduces the most common failures that should be taken into account in order to design a survivable network. 

The restoration mechanisms activated after each of these failures may be done at one or several layers. When several layers are involved in the restoration of the interrupted lightpaths, interoperability is encourage to avoid task duplication and to increase efficiency.

4.1 Classification of Physical Failures

In Section 3 of [WP2-M1] a classification of failure scenarios is already included. The goal of this section is to extend this classification. Therefore, this section will start with describing a model of a network node, on which all possible failures will be indicated.
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Figure 4‑1: Reference network model

Figure 4‑1 shows the two-layer model (considered within LION) of a reference network. The different failures are also indicated in this drawing.

The "interface cards" on the OTN represent tributary ports, which may have 1R, 2R or even 3R regeneration and/or wavelength conversion functionality (e.g., all interface cards on the client side may inject a signal on the same wavelength, leading to a conflict inside the OTN, which is solved by the wavelength conversion functionality of the tributary ports of the ONE fabric). The meaning of an interface card on the client network node equipment depends on the network scenario.

In an IP-over-OTN scenario, the client node represents an IP router and the interface cards the line systems. These line systems includes Gigabit-Ethernet (GbE) and Packet-over-Sonet (POS) cards.

In an SDH-over-OTN scenario, the client node represents a DXC (or ADM) and the interface cards represent STM-N line cards.

In both scenarios, it is possible to deploy logical rings. In the IP-over-OTN scenario, a DPT-ring represents a logical ring. The client node still corresponds to the IP router, but the interface card now represents a DPT-module. In the SDH-over-OTN scenario, a (Self-Healing) Ring (SHR) also represents a logical ring. Many node configurations are possible, but we assume that a single DXC (client node in Figure 4‑1) is used to interconnect the ADMs (interface cards in Figure 4‑1) on the individual rings. Important is that in both cases (DPT or SDH rings) there is no intra-ring traffic transiting the client node.

In the following, we will discuss each failure and its impact on the network.

4.1.1 Line Failures

A line failure is a common failure, which interrupts the communication between two neighboring nodes. For example, in submarine cables, which are vulnerable to damage caused by submarines, anchors and fishing gears, have to be repaired once every five weeks, whereas under-earth cables have an average of 1 fiber per day in States due to agricultural engines, natural disasters or animals.

A line failure will affect all optical channels routed over this particular link. This implies also that the client layer topology will contain many affected logical links. However, a logical ring being physically routed properly, will not be disconnected by a single line failure
.

Each layer in the LION model is theoretically able to detect and to protect traffic
 against a line failure. Of course, it could be sufficient to provide a recovery mechanism in a single layer. Only Optical Multiplex Section (OMS) recovery can avoid that the affected traffic has to be rerouted through other network nodes.

4.1.2 WDM-mux Failure

This failure is very similar to the line failure in the sense that it affects the same traffic as a line failure of the line being terminated by the WDM mux itself. Of course, both failure types have a different cause.

The main difference is that a WDM-mux failure cannot be solved by OMS recovery.

4.1.3 Optical Channel (OCh) Failures

An optical path failure interrupts the communication between the sending and receiving nodes of the lightpath. This failure can be caused by bad functioning of a laser, by a bad-established switch connection, etc. This failure can also be caused by a transponder failure.

This failure affects only one optical path and therefore, only the data belonging to this interrupted or degenerated path, has to be restored. Since only a single optical channel is failing, the client layer will also notice a single logical link failure, making client layer recovery schemes very suitable for such kind of failures. It is also trivial that a single optical channel failure cannot result in the disconnection of a logical ring.

This failure can be solved by the client layer or by the optical channel layer itself. Since this failure does not affect OMS or OTS, these layers cannot restore the lost traffic.

4.1.4 Client Channel (CCh) Failure

Similar to an optical channel failure it is possible that a channel in the client layer is failing. For example, it is possible that the multiplexing functionality is not integrated in an SDH node (DXC or ADM). In such a situation the SDH node is interconnected via STM-1 interfaces to a separate STM-N multiplexer/line-system and thus each STM-1 signal can fail individually. 

A client channel failure will not affect any logical link and it will not disconnect a logical ring. The client layer is the only suitable layer to protect against such failure.

4.1.5 User Network Interface (UNI) Failure

The UNI is the interface between the client (e.g. IP) and the server (e.g. OTN) networks. The term user instead of client (CNI) is used to be compliant with ITU nomenclature. In particular referring to the UNI implementation in the LION test-bed (Figure 4‑2), the following interface structure has been defined:

1.
UNIcontrol implemented with an out-of-band signaling via Ethernet;

2.
UNIdata implemented as 2R for GbE clients and 3R for the mapping of STM-16/OC48 client signal on a  digital wrapper-based solution (compliant with G.709);

In general a failure might impact UNIdata or UNIcontrol even independently.

A failure on UNIcontrol would mean the loss of the signaling messages. As signalling messages across UNI enable IP Routers-ONE interworking, it will be interesting for the LION project to investigate the impact of this kind of failure and how to recover it.

A failure on UNIdata would mean the loss of the client signal.
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Figure 4‑2: UNI implementation in the LION test-bed

4.1.6 Network Node Interface (NNI) Failure

Referring to Figure 4‑3, the NNI is the interface between two Optical Network Elements.
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Figure 4‑3: NNI

In particular referring to the NNI implementation in the LION test-bed (Figure 4‑2), the following interface structure has been defined:

1. NNIcontrol implemented as an 1510 nm OSC based IP data channel with a bandwidth of 320 kbit/s;

2. NNIdata implemented with a digital wrapper-based solution (compliant with G.709);

In general a failure might impact NNIdata or NNIcontrol even independently.

A failure on NNIcontrol would mean the loss of the signaling messages. It will be interesting for the LION project to investigate the impact of this kind of failure.

A failure on NNIdata would mean the loss of the OTS.

4.1.7 Interface Card (IF-card) Failure

A very similar failure to the UNI failure is the failure of an interface card. The situation is almost identical in the case of an interface card which terminated only a single optical channel (or corresponding signal). The only difference could be that there is no card redundancy, making linear UNI protection impossible (but section 4.8.3 in [WP2-M1] also considers the case that the card is backed-up).

4.1.8 Logical Ring Node (LRN) Failure

The situation becomes slightly different when the interface card actually represents a logical ring node. In the case of a failing DPT module, the traffic transiting the DPT card could be recovered by the DPT ring itself and the traffic to be terminated by the card will be lost. Part of this traffic may be transit traffic (e.g., inter-ring traffic), which has to be recovered by the IP layer. A similar example exists in an SDH ring-network, where the interface cards and the core of the client layer node represent the ADMs of the ring and a DXC respectively. This situation may lead to misconnections.

4.1.9 Optical Node (ON) Failure

A node can fail because of different reasons such as power down or heat. In this case, the connections using that node are interrupted and the communications to the neighboring nodes are lost. 

This failure affects all optical channels routed through the optical node; this is at most the node degree multiplied by the number of optical channels per OMS. Thus, a very large number of logical links in the client layer will be affected. Traffic carried by optical channels terminated in the failing optical node, has to be recovered by the client layer. Traffic being terminated in this site (thus not simply transiting the client layer node) is always lost.

A node of a logical ring will be disconnected from the rest of the logical ring (SDH or DPT ring), resulting in similar effects as described in section 4.1.8 for a logical ring node failure.

4.1.10 Client Node (CN) Failure

All traffic terminated by this node is lost. Client layer transit traffic has to be recovered by the client layer.

For a logical ring network, this client layer transit traffic represents the inter-ring traffic (assuming that ring nodes are represented by interface cards). This failure does not result in any intra-ring traffic to be rerouted.

4.1.11 Site Failure

For example, a general power supply failure may affect all equipment co-located in the same building. Another example is a fire in that building. This failure is equivalent to an optical node failure, since such failure disconnects all equipment in the same site from the network (independent from the fact whether they are also failing or not).

4.1.12 Link and Path degradation

These two kinds of failures are progressive failures, that is, they do not cause the interruption of the established connections, but they decrease the quality so that data contains more errors than expected. In this case, MPLS, which has knowledge about the attributes of the LSP, is able to detect these kinds of failure. 

As in the case of optical path failure, MPLS is bale to restore the path by using the alternative path (see Section 4.3 in [WP2-M1]). 

4.1.13 Other failures

In the previous sections quite some failure scenarios have been identified, based on the two-layer model of a network node, depicted in Figure 4‑1. There are some other failures that for completeness will be mentioned here ([Eurescom-P918-FinalReport]). 

· Optical Line Amplifier (OLA) failures may have a similar impact as a fiber cut, seen from a network perspective. A major difference between both is that a fiber cut is (almost) always a hard failure and an OLA failure a soft failure (i.e., degradation).

· Fabric failure in a reconfigurable ONE: two failure scenarios can be distinguished here. First of all a channel that is expected to pass through the ONE is dropped. Secondly, there is also the possibility of a channel that must be dropped, is passed through in the ONE. These failures have to be seen as a misconfiguration in the fabric.

· LION Deliverable D05 ([LION-D5]) proposes a framework for the supervision of the optical network. This framework includes an additional Optical Channel for this purpose, being the so-called Optical Supervisory Channel (OSC). Failures affecting the OSC (transmitter) can also occur.

· In the previous, fiber cuts have been defined. However, a cable cut may break multiple fibers (and thus affect more than one logical link in the optical network).

· There can also be failures that are specific to the network architecture itself, e.g. a fiber cut between gateways of interconnected rings. This cannot only happen in the SDH layer (interconnection of SDH ADMs), but also in the optical domain (interconnection of OADMs).

4.1.14 Summary

This subsection summarizes the previous subsections on hard failures by giving an overview in Table 4‑1. The first column represents the maximum number of logical links (or optical channels) being affected by the failure. The second column indicates if the failure isolates or affects a logical ring node. The third column indicates if traffic terminated in the site where the failure occurs is lost. The four last columns indicate which (sub-)layer can recover which affected traffic.

Let’s consider for example an optical node failure. The highest number of optical channels that can be affected by an optical node failure is reached in the case that this node terminates all optical channels and that all adjacent links are completely used. Then the number of affected lightpaths can be calculated as the degree of node multiplied by the number of optical channels per link (or per OMS). When the node only contains transit traffic, then the number of affected logical channels is reduced to half of the above value (note that this best case is not represented in Table 4‑1). An optical node failure will also isolate a logical ring node (located in the same site) from the rest of the ring. Any traffic terminated (by the optical or client layer) in the site where an optical node failure exists cannot be restored. Network recovery in the Optical Multiplex Section layer cannot restore any traffic affected by an optical node failure. The optical channel layer can only restore the traffic transiting a failing optical node. Since an optical node failure can isolate a logical ring node, only intra-ring traffic (i.e. no traffic leaving the logical ring in the site with the failing optical node) can be protected by the logical ring. Since the Client Network Interface is not affected by the optical node failure, no traffic can be protected via linear interface protection. Traffic transiting the isolated client node, can be restored by the client network.

Failure
Maximal number of affected logical links
Node failure/isolation in logical ring
Traffic restorable
OMS
OCH
Logical Ring Protection
Linear IF protection
Client Network

Line
#OCH/OMS
No
Yes
All
All
All
None
All

WDM-mux
#OCH/OMS
No
Yes
None
All
All
None
All

OCh
1
No
Yes
None
All
All
None
All

CCh
0
No
Yes
None
None
None(/All [i])
None
All

CNI
1
No
Yes
None
None
All
All
All

IF card
1
NA
Yes
None
None
NA
All/none [ii]
All

LRN
2  [iii]
Yes
Yes
None
None
Intra-ring
NA
All

Optical node
Degree (#OCH/OMS
Yes
No
None
Optical transit
Intra-ring
None
Client transit

Client node
logical degree of client node [iv]
No
No
None
None
None
None
Client transit

Table 4‑1: Summary of hard failures

[i] An SDH channel failure can occur in an ADM on a logical ring. Since SNCP (rings) are working at the path (= client channel) level, it is possible that such a SNCP ring can protect against Client Channel Failures on the ring. Other self-healing ring schemes are situated at the multiplex section level, which makes it impossible to recover from such failure.

[ii] Depends on the fact if there is card redundancy.

[iii] Although no logical links are failing, there are two logical links on the ring, which are affected, because they are terminated by a failing node.

[iv] Although no logical link is failing, the client node will result in all the adjacent logical links being affected.

4.2 Defining Failure Scenarios

The previous section 4.1 gives an overview of all possible physical failures and their potential impact on the network. However, it is necessary to find out which failures or failure combinations are dominant in reality. For this purpose, the MTBF (Mean Time Between Failures) and MTTR (Mean Time To Recover) equipment properties are defined to model the statistics of physical failures. Out of this, one can calculate the necessary availability of each individual piece of equipment, each individual channel or even each connection, taking into account the recovery mechanisms being deployed in the network. The latter case can then confirm if a recovery mechanism is robust enough to meet the serveability requirements in the SLA.

4.2.1 Performance Measures

This section contains a thorough definition of all performance measures, as given in [ACTS-PANEL_D1]. As discussed above the most important one to remember is the Availability, which is a result of the MTBF and MTTR statistics.

4.2.1.1 (Asymptotic) Availability, A

« The limit, if this exists, of the instantaneous availability when the time tends to infinity. », with the instantaneous availability A(t) defined as « The probability that an item is in an up state at a given instant of time, t. ». In this document, we use the term availability always to refer to the asymptotic availability.

Under certain conditions, for instance constant failure rate and constant repair rate, the asymptotic availability may be expressed as:
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in which MDT is the mean down time and MUT is the mean up time.

The term availability is used as an availability performance measure, which is defined as « The ability of an item to be in a state to perform a required function at a given instant of time or at any instant of time within a given time interval, assuming that the external resources, if required, are provided. ». This ability depends on the combined aspects of the reliability performance, the maintainability performance and the maintenance support performance of an item. In this definition of the item, the external resources required must be delineated.

The up state term employed in the availability definition is defined as « A state of an item characterized by the fact that it can perform a required function, assuming that the external resources, if required, are provided. » It is linked to the up time, « The time interval during which an item is in an up state. »

NOTE: The unavailability U = 1 - A

4.2.1.2 Relationship between Availability, MTBF and MTTR

Knowing the mean up time and the mean down time, the availability can be calculated by the relationship stated above. The MTBF and the MTTR are however easier to measure for an operator. Measured over a long period of time the MDT can be approximated by the MTTR, since the time to restore is identical to the downtime if the down state is caused by a failure and not by a preventive maintenance action. Similarly, when the down state is caused by a failure and not by a preventive maintenance action the time between failures is identical to the sum of the up Time and the down Time. Thus, over a long measurement period the sum of MUT and MDT can be approximated by the MTBF. The availability can under these conditions be expressed as




4.2.1.3 Reliability, R

« The probability that an item can perform a required function under stated conditions for a given time interval. ». It is generally assumed that the item is in a state to perform this required function at the beginning of the time interval. The term reliability is used as a measure of reliability performance which is defined as « The ability of an item to perform a required function under given conditions for a given time interval. »

4.2.1.4 Mean Time Between Failures, MTBF

« The expectation of the time between failures. », where the time between failures is defined as « The time duration between two successive failures of a repaired item. » The MTBF is used as a reliability measure.

The MTBF is sometimes approximated by (t)-1, where (t) is the (instantaneous) failure rate, while the correct definition uses the time to failure concept instead of the time between failure concept. In general however, the duration of both is similar. As a reminder, the time to failure is defined by « Total time duration of the operating time of an item, from the instant of time it goes from a down state to an up state, after a corrective maintenance action, until the next failure. »

4.2.1.5 Mean Time To Restoration, Mean Time To Recovery, MTTR

« The expectation of the time to restoration. », where the time to restoration is defined as « The time interval during which an item is in a down state due to a failure. » The recovery or restoration is « That event when the item regains the ability to perform a required function after a fault. » 

The term recovery is often differentiated for network planning purposes in restoration and protection. The significance in this context of these terms usually describes the protection as a pre-planned recovery mechanism, while restoration is a dynamic recovery mechanism. This differentiation is not standardized and therefore we will only use the term recovery.

4.2.1.6 Serveability Performance

« The ability of a service to be obtained – within specified tolerances and other given conditions – when requested by the user and continue to be provided without excessive impairment for a requested duration. » The serveability performance may be subdivided into the service accessibility performance, service retainability performance and the service integrity performance. 

From the definitions of the serveability performance and the availability performance, we note that the serveability concept corresponds to the availability concept, but the former applies to the service layers while the latter applies to the network layers.

4.2.1.7 Survivability

« The number of connections provided to a network client between to or more locations, which are still available after a network failure. » This definition is not standardized.

4.2.1.8 Undetected Fault Time

« The time interval between a failure and recognition of the resulting fault. » The failure is « The termination of the ability of an item to perform a required function. », while the fault is « The inability of an item to perform a required function, excluding that inability due to preventive maintenance, lack of external resources or planned actions. » A fault is often the result of a failure of the item itself, but may exist without prior failure. In any case, after a failure the item has a fault.

NOTES:

1. Some confusion may exist on the relationship between the terms failure and fault. The failure as it is defined here has to be understood as an event in time (« termination of the ability ... »), while the fault has to be understood as an item state (« inability to perform ... »). The fault is therefore the consequence of a failure
.

2. In a multi-layer network, to make a distinction of the failure originating level, we make the distinction between primary failure, defined as a failure of an item, not caused either directly or indirectly by the failure or fault of another item, and secondary failure, defined as a failure of an item, caused either directly or indirectly by the failure or fault of another item.
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Figure 4‑4: Time diagram

Figure 4‑4 is intended to show the interrelationship between the different time concepts previously defined. It shows in particular the constituents of the different time aspects, for example the undetected fault time as only one a part of the down time. The lower part of the figure is an enlargement of the maintenance time, which is shown in the upper part of the figure as a constituent of the down time. Note that the preventive maintenance time can be part of the up time. Note also that there is no time axis on this figure.

The figure can also help to understand better the relation between the availability, the MTBF and the MTTR. Remember, a failure ends the up time and the time between two consecutive failures includes up- and down time.

4.2.2 Failure Statistics

The goal of this section is to provide as much as possible performance measures on the failure statistics. These measures are given in Table 4‑2, which indicates the MTBF and the MTTR (in hours) for the different devices and associated failure types. These data are based on values present in [ACTS-PANEL_D1] (and summarized in [Struyve-1998]).

Note that the figures only give the plain numbers for MTBF and MTTR, but no additional equipment protection is taken into account. E.g. they simply give MTBF and MTTR values for a single card. A stand-by card for one or more cards in use can increase significantly the overall availability. Examples of equipment protection are 1+1, 1:1, 1:n or none (if equipment protection was already taken into account).

Device
Failure Type
MTBF [h]
MTTR [h]
Equipment Protection

Optical Fiber
Line Failure
1.752.000 per km fiber
48


SDH LTE 16
IF-card Failure
65.000
4


SDH ADM
LRN Failure
115.000
4


SDH DXC
Client Node Failure
57.000
4


STM-1 Card
Client Channel Failure
450.000
4


WDM ADM
Optical Node Failure
94.000
6


WDM OXC
Optical Node Failure
94.000
6


Table 4‑2: Performance measures for different equipment types

5 First indication on failure scenarios and restoration strategies to be studied within the LION project

The goal of this section is twofold. First of all, the most important characteristics will be summarized for all the recovery techniques described above. Secondly, based on Table 4‑2, we will indicate which recovery schemes seem to be appropriate to survive which failure scenarios.

5.1 Properties of recovery techniques

5.1.1 Definitions

Section 1.4 of [LION-disc] mentioned already that several performance parameters to characterize recovery techniques exist. This section briefly introduces the characteristics being considered in this document.

1. Speed: this parameter indicates how long a recovery technique needs to restore the traffic after a failure has occurred. Important here are: 

a. Detection time: when a failure occurs, the network has to detect the failure, before the network can take any action in order to survive the failure.

b. Notification time: after the failure has been detected, the recovery scheme should be notified that a failure has occurred. This will trigger the recovery scheme.

c. Recovery time: when the recovery scheme is triggered, the appropriate actions could be started to reroute the traffic: calculating the alternative route, setting up the alternative path, switching the traffic from the primary path to the alternative path.

2. Service Level during Failure: the rerouting of the traffic, due to a failure, may result in another service level being offered. This variation in the service is a result of:

a. Length of alternative route: an alternative path, which is significantly longer than the primary path, may result in a significant increase in the perceived network delay. Note that we interpret alternative route here as the complete route after recovery (thus not only the part which differs from the route before recovery).

b. Bandwidth reduction: when not enough spare resources are available, it is possible that traffic is only restored partially. 

c. Service differentiation: by assigning priorities to services, it becomes possible to reduce the service level of lower priority service first (e.g., rerouted VoIP flows may reduce the capacity available for greedy Best-Effort services).

3. Required resources: the amount of spare resources is important in estimating the price of the overall cost of a recovery scheme. Several aspects influence the amount of spare resource:

a. Scope ( spreading over network: represents the part of the network being protected by the recovery scheme (e.g., link, end-to-end).

b. Spare resource type: spare resources can be dedicated to a single or a limited number of connections or the spare resources can be seen as a pool of resources, which can be shared between all connections.

c. Granularity: although a fine granularity is not desirable from an operational viewpoint, it is beneficial from a capacity point of view (in the case of a coarse granularity, the risk is high that the available capacity is slightly insufficient to serve the big flow).

Note that in the above list some groups are identified, and that each characteristic belongs to a single group. It is clear that this is of course not always true: e.g., the length of the alternative path will also influence the required spare resources. However, we tried to assign each characteristic to the group on which it may have a major impact. For example, the amount of spare resources are probably much more dependent on the fact whether they are shared, than on the length of the alternative paths.

5.1.2 Summary

The goal of this section is to give an overview of the characteristics described above for all recovery techniques presented in [WP2-M1]. To keep the overview clear, we summarize the characteristics in a table for each group, as specified in the previous section.

Table 5‑1 compares the recovery speed and the times influencing this speed, for all recovery techniques. The detection time depends strongly on how the detection mechanism works. The detection in IP and MPLS is done by periodically sending messages over a link, and the opposite site will only declare a defect when a predefined number of such messages are lost. In transmission networks (e.g., OTN or SDH) a node should always receive a signal and thus a Loss-of-Signal defect can be detected much faster than the soft-state mechanism being used in IP or MPLS. The notification time depends on the distance between the node taking a recovery action and the place where the failure occurred, and on how the message, indicating that a failure has occurred, is transported through the network. IP relies on a flooding mechanism, which seems to be rather complex, compared to the other solutions. MPLS sends a Failure Indication Signal (FIS) packet via the Reverse Notification Tree (RNT). The overhead of a frame passes each 125(s, in the OTN (e.g., with DW) and SDH, resulting in a quick notification. Since [WP2-M1] presented mainly protection techniques (except for IP restoration), the recovery time is always very short.

Table 5‑2 summarizes the characteristics influencing the service level during failure conditions. The length of the alternative path will be comparable to the length of the primary path in an end-to-end scheme: IP will always search for the shortest path, even during failure conditions, and path protection will for example use the 2nd shortest path (of a shortest cycle). If the meshedness of a network is high enough, then the deviation due to local recovery will not dominate the overall length. However, when considering a ring, then the local recovery will result in a very long alternative path, due to the very low meshedness of a ring network. The potential bandwidth reduction is typical for packet-based networks (thus IP and MPLS). Even more, the non-rerouted traffic along the alternative path will also compete for the same resources as the rerouted traffic, in such packet-based networks. Something similar happens in circuit-based networks, where one can choose per circuit if it is restored or not. This is of course strongly related to the granularity on which a recovery scheme works. Service differentiation is possible in DPT, where packets are marked with a high or low priority and in IP or MPLS where one could choose for example to deploy a diffserv architecture. This would also be possible in SDH or OTN, when considering restoration instead of protection for example.

Table 5‑3 deals with the (spare) resource requirements. Generally speaking, a better spreading is obtained in an end-to-end scheme than in a local scheme. Protection rings (except DPT), where one has always 50% working and 50% spare resources, are a typical exception. The spare resource type specifies whether these spare resources are shared. The granularity indicates on which level the recovery scheme is performing the rerouting. IP works on a per destination basis, since the routing tables contain an entry per destination. MPLS normally works on a per LSP basis: however, when considering bypass tunneling, then the granularity is the one corresponding to the granularity of the bypass-tunnel (e.g., a complete link). The granularity in the optical layer is a lightpath (OCh or OLSP) or a complete link (OMS or fiber). This is similar to the VC-n path granularity or MS link granularity in SDH. All the traffic of a link is loop-backed when DPT is in the wrap status. 

Recovery scheme
Speed
Detection time
Notification time
Recovery time

IP-routing: OSPF
Very Slow
long (40s)
Long (flooding)
Long (recalculation shortest path)

IP-routing: IS-IS
Very Slow
Long (15min)

Short (event driven)
Long (flooding)
Long (recalculation shortest path

IP-routing BGP
Very Slow
Long (90s)
Long (flooding)
Long

MPLS: End-to-end protection
Slow
Long (soft state)
Short (FIS via RNT)
Short (protection switch only)

MPLS: local protection
Slow
Long (soft state)
0+ (local protection switch)
Short (protection switch only)

MPLS: local loop-back
Slow
Long (soft state)
0+ (local protection switch)
Short (protection switch only)

OTN: OMS-DPRing
Rather Fast
Short
0+ (local protection switch)
Rather long (APS-signaling around complete ring)

OTN: OCh-DPRing
Fast
Short
Short (e.g., overhead in DW)
Short (protection switch only)

OTN: OMS-SPRing
Rather Fast
Short
0+ (local protection switch)
Rather long (APS-signaling around complete ring)

OTN: OCh-SPRing
Rather Fast
Short
0+ (local protection switch)
Rather long (APS-signaling around complete ring)

OTN: Protection cycles
Very Fast
Short
0+ (local protection switch)
Short (protection switch only)

OTN: Optical Path Protection
Fast
Short
Short (e.g., overhead in DW)
Short (protection switch only)

MPLambdaS: link based
Rather slow
Very Fast
Long (MPLS-like)
Short (classical OTN detection)
0+ (local protection switch)
Short (protection switch only)

MPLambdaS: path based
Rather slow
Fast
Long (MPLS-like)
Short (classical OTN detection)
Short (e.g., overhead in DW or FIS via RNT)
Short (protection switch only)

SDH: SNCP Ring
Fast
Short
Short (SDH overhead)
Short (protection switch only)

SDH: MS-SPRing
Rather Fast
Short
0+ (local protection switch)
Rather long (APS-signaling around complete ring)

SDH: MS-DPRing
Rather Fast
Short
0+ (local protection switch)
Rather long (APS-signaling around complete ring)

DPT
Very Fast
Short (SDH like)
0+ (local protection switch)
Short (protection switch only)

POS protection
Very Fast
Short (SDH like)
0+ (IF protection switch)
Short (protection switch only)

Table 5‑1: Recovery speed

Recovery scheme
Length Alternative Route
BW reduction
Service differentiation

IP-routing: OSPF
Shortest
Yes
Yes (e.g., running diffserv possible)

IP-routing: IS-IS
Shortest
Yes
Yes (e.g., running diffserv possible)

IP-routing BGP
Shortest
Yes
Yes (e.g., running diffserv possible)

MPLS: End-to-end protection
Short (e.g., 2nd shortest)
Yes
Yes (e.g., running diffserv possible)

MPLS: local protection
Rather short
Yes
Yes (e.g., running diffserv possible)

MPLS: local loop-back
Long (>> end-to-end)
Yes
Yes (e.g., running diffserv possible)

OTN: OMS-DPRing
Long (> ring)
No
No

OTN: OCh-DPRing
Short (e.g., 2nd shortest)
No
No

OTN: OMS-SPRing
Long (> ring)
No
No

OTN: OCh-SPRing
Long (> ring)
Eventually (per optical channel)
No

OTN: Protection cycles
Rather short
No
No

OTN: Optical Path Protection
Short (e.g., 2nd shortest)
No
No

MPLambdaS: link based
Rather short
No
Yes (MPLS allows priorities per LSP)

MPLambdaS: path based
Short (e.g., 2nd shortest)
No
Yes (MPLS allows priorities per LSP)

SDH: SNCP Ring
Short (e.g., 2nd shortest)
No
No

SDH: MS-SPRing
Long (> ring)
No
No

SDH: MS-DPRing
Long (> ring)
No
No

DPT
Long (> ring)
Yes
Yes (two priorities available in DPT)

POS protection
= working (between IFs)
Yes (if 1:N)
No

Table 5‑2: Service level during failure conditions

Recovery scheme
Scope ( Spreading
Spare resource type
Granularity

IP-routing: OSPF
Network wide ( good spreading
Shared
Per destination

IP-routing: IS-IS
Network wide ( good spreading
Shared
Per destination

IP-routing BGP
Network wide ( good spreading
Shared
Per destination

MPLS: End-to-end protection
End-to-end ( good spreading
Shared
Per LSP

MPLS: local protection
Local (link/node) ( bad spreading
Shared
Per Link (in case of bypass tunneling)

MPLS: local loop-back
End-to-end ( good spreading
Shared
Per LSP

OTN: OMS-DPRing
Ring ( 50/50
Dedicated
OMS

OTN: OCh-DPRing
Ring ( 50/50
Dedicated
OCh

OTN: OMS-SPRing
Ring ( 50/50
Shared
OMS

OTN: OCh-SPRing
Ring ( 50/50
Shared
Och

OTN: Protection cycles
Local (link/node) ( bad spreading
Shared
OMS

OTN: Optical Path Protection
End-to-end ( good spreading
Dedicated
OCh

MPLambdaS: link based
Local (link/node) ( bad spreading
Dedicated
Fiber (when considering fig 4-39)

MPLambdaS: path based
End-to-end ( good spreading
Dedicated
OLSP

SDH: SNCP Ring
Ring ( 50/50
Dedicated
VC-n

SDH: MS-SPRing
Ring ( 50/50
Dedicated
MS

SDH: MS-DPRing
Ring ( 50/50
Dedicated
MS

DPT
Ring
Shared
Per Link

POS
IF
Dedicated
Per IF

Table 5‑3: Resource requirements

5.2 Preferable recovery technique per failure scenario

The previous section gives an overview of the characteristics of each recovery technique. This overview can be used to find out which scheme is desirable for each case (failure scenario). Table 4‑1 shows what the impact is of a failure scenario on the whole network. The goal of this section is to indicate which characteristics are interesting for the impact on the network of that particular failure scenario.
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Figure 5‑1: Network node model

Figure 5‑1 shows again the possible failure scenarios for the two-layer model of a network node (considered within LION).

In an IP-over-OTN scenario, the client node represents an IP router and the interface cards the line systems. These line systems include Gigabit-Ethernet (GbE) and Packet-over-Sonet (POS) cards.
In an SDH-over-OTN scenario, the client node represents a DXC (or ADM) and the interface cards represent STM-N line cards.

In both scenarios, it is possible to deploy logical rings. In the IP-over-OTN scenario, a DPT-ring represents a logical ring. The client node still corresponds to the IP router, but the interface card now represents a DPT-module. In the SDH-over-OTN scenario, a (Self-Healing) Ring (SHR) also represents a logical ring. Many node configurations are possible, but we assume that a single DXC (client node in Figure 5‑1) is used to interconnect the ADMs (interface cards in Figure 5‑1) on the individual rings. Important is that in both cases (DPT or SDH rings) there is no intra-ring traffic transiting the client node.

Table 5‑4 and Table 5‑5 gives an overview how each recovery technique performs for all failure scenarios. Important characteristics are speed, granularity, sharing, service differentiation, etc. Let’s consider for example the well-known case of a line failure. IP routing is slow (not desirable ( “—“) and due to the possibility that multiple links get affected much (( “—“) link state packets need to be flooded. However, service differentiation is rather easy (( “+”) to implement in an IP-network via diffserv. MPLS also suffers (( “—“) from a slow detection mechanism, but has the possibility to coexist with Diffserv (( “+”). The end-to-end protection and local loop-back mechanism are protecting single LSP, which implies a very fine granularity, and thus a lot of (( “—“) LSPs have to be restored. The local protection mechanism works on a granularity, which is comparable to the granularity of an optical channel (identical to for example OCh-DPRing ( “+/-“). The OMS-DPRing, OMS-SPRing and OCh-SPRing require the exchange of APS messages around the complete ring, which makes these techniques not the fastest ones but only rather (( “+/-“) fast. Protection cycles and link-based MPLambdaS are very fast (( “++“), due to the local protection. The OCh-DPRing and Path protection are fast (( “+“), due to the selection between duplicated signals in the destination node. Also path-based MPLambdaS is fast (( “+“). OMS-DPRing, OMS-SPRing, protection cycles and link-based MPLambdaS have the most appropriate (( “++“) granularity (i.e., a complete line). The granularity of a single optical channel, in the case of OCh-Dpring, OCh-SPRing, Path Protection and path-based MPLambdaS, is for this failure scenario less suitable (( “+/-“). DPRing, path protection and MPLambdaS result in dedicated protection (expensive ( “—“) and SPRings and protection cycles in shared protection (cheap ( “++”). A similar reasoning holds for the speed and type of protection of SDH protection rings. SNCPRing is Fast (( “+”) and MS-SPRing and MS-DPRing only rather fast (( “+/-“). Dedicated (expensive ( “—“) protection is obtained for SNCPRings and MS-DPRings and shared (cheap ( “++”) protection of MS-SPRing. A major difference between protection rings in the SDH and optical layer is the granularity. MS-SPRing and MS-DPRing correspond to the granularity of a single optical channel (( “+/-“) and SNCPRings have even a finer granularity, resulting in more VCs to be protected (( “—“). Last but not least, DPT corresponds also to the granularity of a single optical channel (( “+/-“), provides fast (( “+”) and shared (cheap ( “++”) protection. Service differentiation (between low and high priority traffic) is already foreseen in DPT (( “+”).

A major conclusion is that recovery near to the failure is more desirable than higher layer techniques. This is of course because these techniques are designed for this type of failures: e.g., they work on the appropriate granularity, which requires less operations effort for example. This means in practice that it would be more desirable to protect against optical failures in the OTN. However, there is one exception: an optical channel failure does not result in multiple logical link failures in the (electrical) client layer. This means that in such a case, other advantages (e.g., like service differentiation) of client layer recovery techniques can become more attractive.

Another conclusion that can be drawn from Table 5‑4 and Table 5‑5 is that for different failure scenarios, other recovery schemes can become the most attractive one(s). This will probably result in scenarios where more than one recovery scheme will be deployed. An example is an MPLS recovery strategy, which runs on top of an optical layer with its own recovery scheme. Such multi-layer survivability problems will be for further study in the later deliverables.

Note that such multi-layer recovery strategies are not only attractive from a performance viewpoint, but they can also become a necessity. Consider for example a client network where node failures (e.g., IP routers) cannot be ignored. Then Table 5‑4 and Table 5‑5 show that it is necessary to deploy an electrical recovery strategy. Such an electrical recovery strategy can also protect against failures in the optical layer. However, this is only true for traffic injected in the electrical layer. Traffic directly injected in the optical layer (e.g., switched lambda service) needs its own optical recovery strategy. Thus, in such an example, one cannot without multi-layer survivability.

Recovery scheme\Failure
Line
WDM-mux
OCh
CCh

IP-routing
Service differentiation: +
Slow: --
Much flooding: --
Idem as line failure
Service differentiation: +
Slow: --
Much flooding: -
NA (connectionless)

MPLS: End-to-end protection
Service differentiation: +
Slow detection: --
Fine granularity: --
Idem as line failure
Service differentiation: +
Slow detection: --
Fine granularity: -
Service differentiation: +
Slow detection: ?

Fine granularity: ++

MPLS: local protection
Service differentiation: +
Slow detection: --

Granularity: +/-
Idem as line failure
Service differentiation: +
Slow detection: --

Granularity: ++


MPLS: local loop-back
Service differentiation: +
Slow detection: --
Fine granularity: --
Idem as line failure
Service differentiation: +
Slow detection: --
Fine granularity: -
Service differentiation: +
Slow detection: ?
Fine granularity: ++

OTN: OMS-DPRing
Rather Fast: +/-
Coarse granularity: ++
Dedicated: --
 (WDM mux terminates OMS(???
)



OTN: OCh-DPRing
Fast: +
Granularity: +/-
Dedicated: --
Idem as line failure
Fast: +
Granularity: ++
Dedicated: --


OTN: OMS-SPRing
Rather Fast: +/- 
Coarse granularity: ++
Shared: ++
 (WDM mux terminates OMS(???11)



OTN: OCh-SPRing
Rather Fast: +/-
Granularity: +/-
Shared: ++
Idem as line failure
Rather Fast: +/-
Granularity: ++
Shared: ++


OTN: Protection cycles
Very Fast: ++
Coarse granularity: ++
Shared: ++
 (WDM mux terminates OMS(???11)



OTN: Optical Path Protection
Fast: +
Granularity: +/-
Dedicated: --
Idem as line failure
Fast: +
Granularity: ++
Dedicated: --


MPLambdaS: link based
Very Fast: ++
Coarse granularity: ++
Dedicated: --
Idem as line failure 



MPLambdaS: path based
Fast: +
Granularity: +/-
Dedicated: --
Idem as line failure
Fast: +
Granularity: ++
Dedicated: --


SDH: SNCP Ring
Fast: +
Granularity: --
Dedicated: --
Idem as line failure
Fast: +
Granularity: -
Dedicated: --
Fast: +
Granularity: ++
Dedicated: --

SDH: MS-SPRing
Rather Fast: +/-
Granularity: +/-
Shared: ++
Idem as line failure
Rather Fast: +/-
Granularity: ++
Shared: ++


SDH: MS-DPRing
Rather Fast: +/-
Granularity: +/-
Dedicated: --
Idem as line failure
Rather Fast: +/-
Granularity: ++
Dedicated: --


DPT
Fast: +
Granularity: +/-
Shared: ++

Service differentiation: +
Idem as line failure
Fast: +
Granularity: ++
Shared: ++

Service differentiation: +
NA (connectionless)

POS





Table 5‑4: Line and channel failures

Recovery scheme\Failure
CNI
IF card
LRN
Optical Node
Client Node

IP-routing
Idem as OCh failure
Idem as CNI failure
In case of DPT:
idem as IF card failure
Service diff: +
Slow: --
Much flooding: --
Service differentiation: +
Slow: --
Much flooding: --

MPLS: End-to-end protection
Idem as OCh failure
Idem as CNI failure
NA
Service diff: +
Slow detection: --
Fine granularity: --
Service diff: +
Slow detection: --
Fine granularity: +

MPLS: local protection
Idem as OCh failure
Idem as CNI failure 
NA
Service diff: +
Slow detection: --

Granularity: +/-
Service diff: +
Slow detection: --

Granularity: ++

MPLS: local loop-back
Idem as OCh failure
Idem as CNI failure
NA
Service diff: +
Slow detection: --
Fine granularity: --
Service diff: +
Slow detection: --
Fine granularity: +

OTN: OMS-DPRing



Rather Fast: +/-
Coarse granularity: ++
Dedicated: --
Misconnections: --


OTN: OCh-DPRing



Fast: +
Granularity: +/-
Dedicated: --


OTN: OMS-SPRing



Rather Fast: +/-
Coarse granularity: ++
Shared: ++ 
Misconnections: --


OTN: OCh-SPRing



Rather Fast: +/-
Granularity: +/-
Shared: ++ 
Misconnections: --


OTN: Protection cycles



Very Fast: ++
Coarse granularity: ++
Shared: ++


OTN: Optical Path Protection



Fast: +
Granularity: +/-
Dedicated: --


MPLambdaS: link based



Very Fast: ++
Coarse granularity: ++
Dedicated: --


MPLambdaS: path based



Fast: +
Granularity: +/-
Dedicated: --


SDH: SNCP Ring
Idem as OCh failure
Idem as CNI failure
Fast: +
Granularity: +/-
Dedicated: --
Fast: +
Granularity: --
Dedicated: --
NA (client node not in ring)

SDH: MS-SPRing
Idem as OCh failure
???11 
Rather Fast: +/-
Granularity: ++
Shared: ++
Misconnections: --
Rather Fast: +/-
Granularity: +/-
Shared: ++
NA (client node not in ring)

SDH: MS-DPRing
Idem as OCh failure
???11
Rather Fast: +/-
Granularity: ++
Dedicated: -- 
Misconnections: --
Rather Fast: +/-
Granularity: +/-
Dedicated: --
NA (client node not in ring)

DPT
Idem as OCh failure
Idem as LRN failure
Fast: +
Granularity: ++
Shared: ++

Service diff +
Fast: +
Granularity: +/-
Shared: ++

Service diff: +
NA (client node not in ring)

POS
Fast: ++
Granularity: ++
1:1 or 1:N: -
Only 1+1: --
idem as CNI failure




Table 5‑5: Interface and node failures

6 Conclusions

The widespread deployment of optical networks as a server layer to the other network technologies and especially IP, makes the introduction of survivability mechanisms a pressing need. Nowadays, society more and more relies on the availability of communications infrastructure and therefore failures in the network may affect the whole economy. Network resilience has become a key issue in the deployment of current multi-service networks and should be carefully taken into consideration.

Every layer has its own recovery mechanisms, which are designed taking into consideration the nature and specific characteristics of the layer. The recovery mechanism of one layer may or may not be applicable to a different layer. For example, IP can recover from almost any failure, even multiple failures, by dynamically re-routing the traffic around the failure component (node or link), whereas SDH provides fast recovery by protecting the working paths with pre-compute protection paths. 

However, there are also similarities between the recovery mechanisms of different layers and sometimes the ideas that were used in one layer are shifted to another. The protection mechanism of the SDH and the OTN is an example of such a case.

Within the scope of this document, different technologies were studied with respect to the survivability capabilities of each technology. The IP layer provides the most flexible and dynamic protection mechanism by simply rerouting the traffic. The convergence time of existing routing protocol like OSPF or IS-IS varies from minutes to hours depending on the size of the network. Despite its adaptive nature, it cannot be applicable for time critical applications since its performance is poor and unacceptable. 

On the other hand SDH, being a mature technology, provides efficient, flexible and fast recovery mechanisms for a variety of network topologies (ring, mesh, interconnection of rings), achieving restoration within 50 msec. Additionally, the transfer of IP data over SONET, known as the POS solution, uses the same recovery mechanisms as SDH, allowing a smooth integration between the 2 technologies. Furthermore, the DPT, a new Layer 2 technology, was also considered. DPT introduces a resilience mechanism, the Intelligent Protection Switching, analogous to the self-healing properties of SONET/SDH (APS) but the wrapping of traffic onto the alternate fiber is done without the need to allocate protection bandwidth. This wrapping is transparent to layer 3 routing protocols.

WaRP combines many ideas from the OSPF, MPLS and PNNI and provides 50 msec restoration in mesh topologies. 

Finally, the OTN has similar mechanisms to SDH, although there are several differences between the two technologies, and intense research is carried out in order to provide restoration in mesh optical topologies. 

The proposal of an optical MPLS framework called MPlambdaS is a promising candidate for the smooth integration of IP and the WDM technology. IP MPLS –aware routers and OXC can have the same control plane, thus the exchange of messages between the two components seems easy and natural. New protection schemes have been defined by IETF for use in a MPLS network and new fiber-restoration schemes have also been proposed which are applicable to the optical network and aggregates (stacks) all the wavelengths of one link into a larger optical LSP.

Having studied and understanding the capabilities of each layer technology, new issues arise when one tries to provide multi-layer survivability. Mainly, we can distinguish two strategies: the independent and the sequential. In the former case, every layer attempts to restore the disruption of the traffic by applying its own mechanism ignoring the action taken by the other layers. Obviously, such an approach is not efficient resulting in wasting network resources. 

In the sequential strategy, coordination of single layer recovery actions (escalation) is needed in order to implement a fast and efficient survivability strategy. There are different approaches in the literature (top-down, bottom-up) dealing with which layer should trigger the recovery mechanism first. Every approach has its own advantages and disadvantages, thus where the one approach seems reasonable and efficient for a specific failure scenarios, the other may be inefficient. Issues that should be studied further, are which approach fits better to a data centric optical transport network, what implications they have onto the network functionality, how difficult it is to be implemented. 

To make matters even more complicated, each layer can efficiently protect from specific failures, therefore a classification of which layer is responsible for each failure is another issue that should be studied, as well. The classification of failures to hard and soft ones, where the later are related with QoS degradation, may also impose new constraints to the problem, since a different restoration strategy can be applied to each category of failures.

To sum up, in order to define an efficient, flexible and fast resilience strategy, a clear understanding of the current protection mechanisms available in the different network technologies is needed. By understanding these mechanisms the next logical step is to extend them and define an integrated multi-layer survivability strategy taking into consideration different aspects of the problem. This is not a simple task since there are many contradictory parameters, which have to be considered, and the optimum solution is the result of a compromise. 
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� Remember that MPLS is inherently unidirectional � REF WP1M1T2 \h ��[WP1-M1-T2]�


� � REF draft4 \h ��[IETF-draft 4]� does not use the PSL and PML terminology: PML is called there the destination node.


� Note that this is in conflict with � REF draft6 \h ��[IETF-draft 6]�: this illustrates that internet-drafts are no standards!


� As mentioned already, this is in conflict with � REF draft5 \h ��[IETF-draft 5]�


� Note that this terminology is NOT used by [� REF IETFRFC2892 \h ��IETF-RFC-2892�] 


� In fact, nowadays, SDH/SONET is used as a point-to-point framing layer with its framing and monitoring capabilities.


� Since the Milestone document � REF WP2M1 \h ��[WP2-M1]� describes SDH rings and DPT rings, and these rings are supported by the OTN, it is important to verify whether these rings become disconnected due to a physical failure in the OTN.


� It is trivial that a layer can only protect traffic which is supported by that layer (i.e. native traffic injected in that layer or traffic injected in one of its client layers).


� Other parts do not always use this terminology consistently, but the context is clear enough to understand what is meant.


� No individual integrity checks already specified.


� Not unambiguous, depends on the actual situation.
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