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Some Discussion Topics

This document is intended to enumerate a number of important topics that could be discussed within the WPG 1 discussion meeting at April 13-14, 2000 in Ghent.  The topics are based on the input from T-Nova, UPC, AgH and Sirti, further elaborated and extended by IMEC.

Below, most discussion topics are expressed as a question.  For some questions, we have already tried to give an initial answer.  Please feel free to correct or nuance the answers !  Of course, the list of discussion topics is not exhaustive.  Additional discussion topics not covered by the list below are most welcome.
To structure the list of discussion topics, we have grouped the questions according to the network layer (sections) and according to some essential aspects (subsections) of each layer.

In sections 1 and 2 we elaborate on the two main layers of the IP-over-WDM scenario separately: the electrical packet layer (section 1) and the optical transport layer (section 2).  The interaction between these layers is considered in the sections 3 and 4.  Section 3 looks at the situation where a clear client-server relationship exists between the electrical packet layer and the optical packet layer, while section 4 looks at further integration of these layers.  Section 5 contains a number of additional topics that were not covered by the IP-over-WDM overview.

1. Electrical Packet Layer

In this first section, we concentrate on the electrical packet layer.  Important technologies here are for instance the Internet Protocol (IP) and Multi-Protocol Lambda Switching (MPLS).

1.1 Services

Which traffic types will be considered in the IP network ?

Three basic traffic types can be taken into account:

· streaming traffic: delay-sensitive (real-time) traffic

· elastic traffic: delay-nonsensitive traffic

· best-effort traffic: low priority traffic

Streaming traffic must be transported through the network within strict delay and delay jitter constraints (e.g., voice over IP, audio, video).  Elastic traffic is not delay-sensitive, but the transport must be assured within a certain time frame (e.g., ftp).  I.e., there are no instantaneous bandwidth requirements, only a limitation on the overall transport duration.  Best-effort traffic is transported through the network only if there’s free space left.

Another possibility could be two consider a carrier-oriented set of services:

· voice service (either end-to-end or trunking version)

· leased-lines

· support for ISP

· corporate clients (multiservice, multipurpose)

· etc…

What will be the relative importance of these traffic types in terms of bandwidth usage?

Best-effort traffic might be the major part, together with elastic traffic, streaming traffic only representing a small share of the bandwidth usage (e.g., 10 %). How will this evolve in future ?

Will an abundance of bandwidth change the behavior of the user ?

Due to the enormous bandwidth potential of WDM-technology, some people expect a situation of bandwidth abundance (in the core of the network) in the future.  Will this have a major impact on the traffic types/requirements ?

What will be the relative importance of these traffic types in terms of revenue for the ISP?

Best-effort traffic almost negligible, streaming traffic very important? In this case, an ISP may dimension his network at peak cell rate for the small amount of streaming traffic and on the average cell rate for elastic traffic to maximize his revenue, without caring too much about service degradations for the huge amount of best-effort traffic 

What are the main requirements of these traffic types ?

· Bandwidth

· QoS: delay, delay jitter, packet loss rate, …

· Resilience in case of failures (availability requirements)

What level of detail must be considered when designing an IP network ?

It might be sufficient to look at the aggregated flow level, not on the packet or individual flow level.

1.2 Network architectures and technologies

Which technologies do we take into consideration in the electrical packet layer ?

· IP at layer 3, with Differentiated Services (DiffServ) for prioritization.  The following classes are considered within DiffServ:

· EF: expedited forwarding class (strict delay and delay jitter requirements)

· AF: some assured forwarding classes (minimum bandwidth assured, distinction between several AF classes with respect to priority)

· BE: best-effort class (lowest priority)

· Multi-Protocol Label Switching (MPLS) at layer 2-3 for traffic engineering

· Possibly Dynamic Packet Transport (DPT) at layer 2 for ring protection

Do we take detailed layer 4 protocol mechanisms into account in network planning (e.g., difference between goodput and throughput in TCP)?

Maybe better to take this not into account.  TCP-traffic can be modeled as a demand for the IP network layer, without taking more TCP-details into account (approximation).

On which part of the IP network are we concentrating ?

For instance, we could concentrate on core IP networks (meshed topology).  Do we consider one Autonomous System (e.g., one ISP) or do we also consider the interconnection of Autonomous Systems ?

What is the typical size of the networks we are considering ?

For instance IP-backbone with 30 nodes ? The typical size of an ISP is between 20 and 40 nodes.

1.3 Routing

Which routing protocols do we take into account in the electrical packet layer ?

Several routing protocols exist at the IP layer, both for intra-domain and inter-domain routing:

· Intra-domain routing (interior routing): examples are RIP (RFC 1723), OSPF (RFC 2178), IS-IS (RFC 1142). We propose not to consider RIP, due to its slow convergence property.

· Inter-domain routing (exterior routing): an example is BGP.  Maybe it is better not to take this into account (especially for planning purposes) and to concentrate at first instance on the intra-domain case.

1.4 Resilience

Which failure scenarios do we consider ?

· single router failure

· single link failure (e.g., due to a line card failure)

· multiple failure (e.g., due to a cable cut)

· server failure (( redirection towards backup server)

Which recovery mechanisms do we take into account in the electrical packet layer?

We can mainly choose out of restoration (inherently provided by the dynamic routing protocols) and lower layer protection schemes.

· OSPF and IS-IS. Typical duration for updating routing tables is tens of seconds for OSPF and seconds for IS-IS (Could this be confirmed by operators or vendors? For what network size ?).

· Concerning lower layer technologies, one can choose out of ATM (backup VP), MPLS, DPT, etc.  MPLS will be able to support very fast protection switching (within 50 ms?). In the case of MPLS, we propose to focus in first instance on 1:1 end-to-end backup LSP (also called backup tunneling) or a local loop-back (also called alternative path)

What are the most important performance aspects of the network recovery mechanisms ?

In the evaluation of the performance of a network recovery mechanism several aspects has to be considered.

· Time period needed to perform the recovery switch (see also above). The length of this period depends on many things

· Technology: routing table updates or protection switching

· Network size: signaling messages may cross more nodes and/or larger routing tables to be flooded. Also more flows may be affected.

· Detection time: time needed by the recovery mechanisms to become aware of a failure (after the occurrence of the failure). E.g., are routing table updates triggered by failures (in lower layers).

· The amount of recovered traffic (flows). This is closely related to the typical failures scenarios (see above). For example in case of a cable cut, pre-established backup LSP in MPLS may also be affected during failure conditions on the working LSP. Therefore we have to study the interworking of the routing scheme with the one applied in the server layer (e.g., dynamic routing in WDM). Also we may study the need for scheme in MPLS similar to D&C.

· The perceived service degradation, during failure conditions. This is strongly influenced by the chosen technology (best-effort, diffserv, MPLS traffic engineering). In this context, it is important to study the fairness and how non-recovered flows also are affected by the failures.

· … ?

How to take into account different QoS requirements in the protection mechanism ?

E.g., when considering a combination of DiffServ and MPLS, how will different priority classes like EF, AF and BE be protected by MPLS ?

1.5 Node architectures

What are the typical throughput constraints on an IP router ?

Is it realistic to assume that the output queues/links are the major bottlenecks ?  What about the longest prefix matching in routing tables : is this specified in terms of interfaces or is the routing matrix (pps) important ?

What is the current / future maximum size of an IP router in terms of throughput ? Do we foresee a limitation in the near future ?

A recent paper from David Greenfield in Network Magazine (March 2000) gives an overview on the market of terabit routers.  The products from several companies are compared, both giant companies and start-ups.  Typical chassis throughput is in the order of 100 Gbits/sec.  By clustering – grouping chassis together to form a single router – speeds up to 1-10 Tbits/sec can be obtained.  Apart from speed however, the reliability and scalability of these router configurations is still an open issue. 

What kind of interfaces are typically provisioned on an IP router ?

Are these SDH interfaces (concatenated containers), ATM interfaces, GigE interfaces ? Are bitrates of 2.5 and 10 Gbit/s available (and to what extent)? When will WDM interfaces (?Digital Wrapper?) become available and at what speeds?

Do the nodes support DiffServ, MPLS, … and are there limitations (e.g., number of MPLS LSP’s in a node) ?

Can nodes be upgraded in a modular way? And to what size?

For example, can the forwarding capacity be upgraded by adding Forwarding Engine cards? How easy is it to add line cards with integrated forwarding engines?

1.6 Management and signaling

Which management and signaling aspects are important to take into account in the electrical packet network design and resilience? What about the new technologies (DiffServ, MPLS management/signaling)?

What information is available in the routers concerning traffic flows, performance characteristics,… ? 

This information may be useful when routing decisions in the lower layer are triggered by the IP layer.

How can a node check the integrity of a link, interface card, …? At what speed ? 

Protection switching in MPLS is often performed at the upstream node: how is this node informed of a downstream failure? And can this be optimized (use of server layer RDI signal)?

2. Optical Transport Layer

In this second section, we focus on the optical transport layer in the wide sense.  This implies that both pure optical aspects (e.g., Wavelength Division Multiplexing) and electrical aspects closely related to the optical network (e.g., digital wrapper) are considered here.

2.1 Services

Traffic types ? 

Leased lambda services, different client layers (IP but also ATM, SDH).

Requirements ?

· availability

· bandwidth (2.5 or 10 Gbit/s or 40 Gbit/s)

· each wavelength carries the same electrical bandwidth or electrical bandwidth varies from wavelength to wavelength

· static (today) or dynamic (future ?) network connections

2.2 Network architectures and technologies

What are the topologies considered ?

(Multiple) ring networks, meshed networks, hybrid ring/mesh networks. Is this still an issue? Maybe meshed networks will become more important in the near future (due to direct IP support). 

Are the networks transparent or opaque ? Do we provide wavelength conversion ?

Although these are old issues, some may have to be reviewed when considering dynamic network connection set-up or an optical layer controlled by the higher layer(s).

How will the UNI and NNI look like?

Do we have physical limitations (e.g. 40 Gbit/s case) ? 

We clearly want to avoid this from an operational point of view, so we may suppose that they are not important in network design and resilience issues.

Are there economical limitations ?

Although it may technically be possible to support very high bitrates on one wavelength, it might be beneficial from an economic point of view to stay at lower bitrates per wavelength.  E.g., Telcordia has done studies that OC-12 over WDM is already more cost-effective than SDH.
How many wavelenghts are supported (at what bitrates) ? And are there specific limitations depending on the wavelength band used ?

Granularity may be an important issue when IP is directly supported on WDM. 

2.3 Routing

Static routing has been the main concern in the past. Do we have to consider dynamic routing and churn effects ?

If so, who will trigger the dynamic routing (the upper layer)?

Is routing/connection set-up done from a central management system or distributed via signaling?

For example, what about the WaRP-protocol of Monterey (Cisco) ?  This is a fully distributed mesh routing protocol.  The back-up path is determined at the time the failure occurs, taking into consideration the then current network topology and status (optimum use of network resources, minimum preplanning).  The protocol is designed to restore wavelength paths across many hops within 50 ms following a physical failure.  It ensures fast provisioning and is based on open routing protocols and standards. (does Cisco have more info ?)

What are the requirements on routing protocols for optical channel routing ?

Is the adaptation of IP algorithms (OSPF, MPLS) appropriate for routing in the OTN?

Is the adaptation of ATM algorithms (PPNI) appropriate for routing in the OTN?

2.4 Resilience

Maybe only an issue when considering dynamic routing (see above)?

A lot of work has been done on WDM network resilience in case of static transport networks. If we also consider the upper layer interaction (see later), new issues may arrive because connections are set up dynamically.

Will we observe a shift to mesh networks (and will ring networks still play an important role)?

Recovery in WDM layer necessary (or in higher layers) ? If yes, is the rerouting strategy also driven by higher layers?
2.5 Node architectures

What network elements are available today or will be available in the future ? 

Functionality (OADM, OXC), network element size, type and number of interfaces, …

2.6 Management and signaling

What is necessary when supporting dynamic connection set-up (including dynamic protection provisioning)?

We have to consider central and distributed dynamic connection set-up.

What performance parameters can be monitored in the WDM- layers (OCh, OMS) ?

Do we consider the ‘digital wrapper’ technique in the optical transport layer?  Or is SDH used for framing ? 

The digital wrapper technique allows a better monitoring of the optical channel payload and incorporates forward error correction (FEC).  The digital wrapper concept could be interesting especially if a variety of client layers for the optical transport layer is considered (Each client layer occupies a number of wavelengths). 

3. Interaction between single layers

After having considered the electrical packet layer and the optical transport layer separately, we will now concentrate on the interaction between these two layers.  In section 3 we consider no integration of the layer, only an interaction with limited possibilities (similar to today’s networks). This interaction may use fault propagation or management interaction or …  This will always be the case when different operators provide the WDM and IP service (but also in case of a single operator this will remain an important scenario). Section 4 will consider a much more advanced integration of the layers.

3.1 Network architectures

Do we concentrate first on a IP-over-WDM paradigm or do we take other client layers of the optical layer (e.g., legacy SDH- or ATM-network) explicitly into account from the beginning ?

It might be easier to concentrate first on the IP-over-WDM case.  Further refinement with respect to the variety of client layers can be envisaged later.

3.2 Routing

Can we in a simple way trigger the WDM layer for dynamic routing from the IP layer ?

(note that we still consider two separate layers).

3.3 Resilience

Which failure scenarios do we consider in the overall network ?
We can combine the individual failure scenarios at the electrical and optical layer.  Are there any important additional failure scenarios originating from the interaction of the electrical and optical layer ?

Which resilience strategies at the electrical and optical layer will be combined in the overall network, and how ?

Several elements play an important role in this choice:

· The resilience strategies should be able to protect against the most important failures (e.g., both single electrical and optical equipment failures).

· The resilience strategies at the different layers should be as complementary as possible.  E.g., double protection should be avoided (cf. ACTS project PANEL), different scales of recovery time, …

For instance, one possibility could be to combine OSPF in the IP layer with fast protection in MPLS, without resilience techniques in the optical layer.  In this case however, it is of paramount importance that the backup path in MPLS is physically disjoint from the working path (( restriction to be taken into account during network design phase).  

Is there a less tight interaction between IP/MPLS and the transmission network, than between layers inside the transmission network?

3.4 Fault propagation

How do faults in a lower layer (e.g., optical layer) propagate in the above layers (e.g., electrical layer) ?

What are the mechanisms provided in the WDM layer to trigger the IP layer BUT also vice-versa ?

Are there any means to avoid unwanted fault propagation ?

· time delay between trigger of resilience strategy in the lower layer and trigger of resilience strategy in the upper layer

· … ?

3.5 Management and signaling

What are the advantages/drawbacks if the OTN configuration is controlled by the IP layer ?

How fast can this reconfiguration take place ?

How often may such a network be reconfigured (dynamic network configuration) ?

4. Multi-layer integration

In this section we consider an interaction between the electrical packet layer and the optical transport layer that goes further than a pure client-server relationship.

4.1 Fault interaction

How is the electrical packet layer notified of a fault in the optical transport layer ?

Several possibilities exist:

· We can assume a simple client-server relationship between the electrical layer and the optical layer (cf. section 3). 

· Another possibility is to assume that the electrical packet layer has a detailed view of the underlying optical (= physical) topology and knows where a fault in the optical layer occurs (coordinated fault detection between layers).

4.2 Routing

How to monitor the traffic on the IP layer, in order to trigger accurately the (fast) provisioning of a new wavelength?  Or in order to trigger the shortcut of two wavelengths terminated in the same node (= concatenation)?

Once the procedure for (fast) provisioning of a wavelength is triggered, which routing protocol is used?

A first option simply follows the route defined by the IP routing protocol (e.g., OSPF). Another option may use explicit routes: this routes can be found by a dynamic routing protocol residing in the WDM layer.

Do we consider MP(S or is only ‘regular’ MPLS taken into account ?

If we consider MP(S without considering Optical Packet Switching, then the granularity at wavelength level.  This very coarse granularity might be a severe practical problem.
4.3 Integrated node architecture

What is the gain of integrating IP switching and routing and OXC functions into one box ?

How to transport non-IP-clients in networks consisting of integrated nodes and ‘traditional OXCs only ?

Multi-client integration: at the optical layer or at an additional packet layer ?

Which migration steps are needed / expected to come to such an integrated node architecture, starting from the current situation ?

How far will this integration go ?

Is WDM integrated into IP or is IP integrated in WDM boxes?

This may have implications on the possibility to migrate from WDM to Optical Packet Switching or to serve multiple electrical client layers.

4.4 Optical Packet Switching

Is optical packet switching of importance in LION ?

[Note : there is an other IST-project DAVID dealing with optical packet switching, maybe a cooperation is possible.]

What is the gain of an evolution from wavelength switching to the switching of transmission packets?

Are there constraints on the size of the transmission packets?

How to avoid optical buffering?

4.5 Management and signaling

What are the requirements imposed by multi-layer integration for the management system ?

5. Other discussion topics

In this last section, we have bundled a number of additional discussion topics that could not be fit within the previous sections.

5.1 Packet over SDH (POS)

Industry network-equipment leaders, such as Cisco and Lucent, and startups such as Juniper, Ipsilon and Nexabit are actively marketing solutions based on Packet over SONET(SDH (POS) technology that offer a good alternative for interconnection of high-speed routers in core networks.

POS is a Layer-2 protocol that maps IP packets into SONET/SDH frames.

POS supports “native” transmission of IP traffic by using advanced hardware-based routing and buffering capabilities to map IP packets streams into SONET/SDH frames, (using HDLC-like framing to delineate packets and simple, point-to-point link access protocol such as PPP (Point-to Point Protocol) and MAPOS to configure the link, or using SDL (Simple Data Link) that is a new encapsulation  and a very low overhead alternative to HDLC

POS increases bandwidth utilization efficiency and reduces network implementation and management complexity.

POS can be considered as a good alternative to ATM switches.

SIRTI beliefs that it is very important to study this scenario within WP3.

References:

· Network Working Group “PPP over SONET/SDH” June 1999

· PPP Working Group “PPP over Simple Data Link using SONET/SDH with ATM-like framing” January 2000.

5.2 Current versus future situation

Do we need to consider products that are currently available, or products that will be available soon?

Should all possible scenarios (IP/ATM/SDH/WDM, IP/SDH/WDM, IP/WDM) be considered, or only a pre-selected set of scenarios (for the task of network partitioning)?

How do we migrate from a typical current network situation to the IP-over-WDM network? What happens with SDH when we move to packets over wavelengths?

What are possible evolution steps from voice centric to data centric networks?  How fast will these evolution steps take place?

5.3 Virtual private networks

Are wavelength VPNs useful?

How to deal with VPNs and protection?  Which requirements has virtual networking?  What is the impact on transport networks?  IP virtual networking, WDM virtual networking?
5.4 SDH-related

Which open-platform interfaces are needed between WDM, routers and SDH equipment?

What is the gain of integrating SDH DXC and OXC functions into one box?

5.5 Others

How to use and integrate “point-to-multipoint” features?

How to reduce the provisioning time from months to minutes in the backbone?

Is flow-based network engineering advantageous against packet-based network engineering?
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