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Introduction

Nowadays, Internet has become a ubiquitous communications network, incorporating its traditional data-oriented services (e-mail, telnet, ftp, WWW) together with new multimedia services (Internet telephony, video-phone, multimedia retrieval on demand, etc.) as well as becoming a global information infrastructure for business and commerce. 

The tremendous explosion of data-traffic, mainly IP traffic, poses new challenges for transport network providers. They must be able to allocate bandwidth dynamically, ensuring that IP traffic is routing efficiently.  The different services that are supported, should have highly availability, thus transport networks should also detect and recover from failures or performance degradation. 

All these features have forced all the players in the telecommunication arena to examine thoroughly the interworking of the IP layer not only with the already established transport technologies like SDH and ATM but also with new technologies like the WDM.

Within the scope of LION project, IP constitutes a key layer for the investigation of sophisticated protection mechanisms and OAM functionality for complex protocol stacks based on OTN. In this respect, the functional model of all pertinent layers has to be constructed, including IP. However, as IP has inherent differences from the lower-level layers, e.g. optical layers, it is not obvious that the ITU-T G.805 functional model methodology does lend itself for the IP functional model. The present document aims at identifying key issues pertinent to that subject and at providing suggestions concerning the way forward to be followed by the LION project.
1.1 Purpose and Scope

The purpose of this document is to inquire the functional aspects of IP layer and propose a methodology on constructing .

1.2 Reference Material

1.2.1 Reference Documents

[1]
Rec. G.805, “ Transport network architecture”; Kyoto, 03/00;

[2]
Rec. I.326, “Functional architecture of transport networks based on ATM”; Kyoto, 03/00;

[3]
Rec. G.803, “Architecture of transport networks based on the SDH”; Kyoto, 03/00;

[4]
Rec. G.872, “Architecture of Optical Transport Networks”; Geneva, 02/99;

[5]
Draft Rev. Rec. G.872, “Architecture of Optical Transport Networks”; Kyoto, 03/00;

[6]
Draft Rec. G.cls, “ Functional Architecture of Connectionless Layer Networks”, Kyoto, 03/00;




1.2.2 Abbreviations

AI_TSD
Adapted Information Trail Signal Degrade (bit errors)

AI_TSF
Adapted Information Trail Signal Fail (Trail is defect)

AIS
Alarm Indication Signal

ASON
Automatic Switched Optical Network

ATM
Asynchronous Transport Mode

BDI
Backward Defect Indication

BQI
Backward Quality Indication

CI_SSF
Characteristic Information Sever Signal Fail (server layer is defect)

DLC
Data Link Connection

DL-EC
Data Link - Establish Confirm

DL-EI
Data Link - Establish Indication

DL-ER
Data Link - Establish Request

DL-RC
Data Link - Release Confirm

DL-RI
Data Link - Release Indication

DL-RR
Data Link - Release Request

DW
Digital Wrapper

HDLC
High level Data Link Control

IP
Internet Protocol

ISO
International Standardisation Organisation

MDL-EI
Management Data Link - Establish Indication

MDL-ER
Management Data Link - Establish Request

MPH-AI
Management Physical - Activate Indication

MPH-AR
Management Physical - Activate Request

MPH-DI
Management Physical - Deactivate Indication

MPH-DR
Management Physical - Deactivate Request

MPH-EI
Management Physical - Error Indication

MPLS
Multi – Protocol Label Switching 

OTN
Optical Transport network

PDU
Protocol Data Unit

PH-AI
Physical - Activate Indication

PH-AR
Physical - Activate Request

PHC
Physical Connection

PH-DI
Physical - Deactivate Indication

PPP
Point to Point Protocol

RDI
Remote Defect Indication

REI
Remote Error Indication

SDH
Synchronous Digital Hierarchy

SDL
Simple Data Link

SDL
Specification Description Language

SDU
Service Data Unit

WDM
Wavelength Division Multiplexing
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2 IP functional specification in LION

2.1 IP layer

2.1.1 IP versions

There are currently two versions of IP:IPv4 and IPv6. IPv4 is the version that is on use today. IPv6 is new and contains many significations and enhancements. 

Although, IPv6 is the new generation of IP there are not any radical differences from the overall operation of the IPv4. The most important features of Ipv6 are:

· Flow label: A source can now label the packets of a particular flow that requires special service or handling by intermediate routers.

· Expanded address space: The size of the address field is 128 bits.
· Security: IPsec is a working group that its effort is focusing on providing serurity to IPv4 and IPv6.
2.1.2 IP and QoS

Despite the introduction of IPv6, the IP protocol does not support Quality of Service (QoS).  There is a misconception that the IPv6 support QoS, where the IPv4 does not. The true is that special framework, protocols and technologies are needed to provide QoS at the IP layer. The IETF recognised the need for a QoS capable IP service model and proposed the framework of Integrated Services (IntServ), Differentiated Services (DiffServ) and the Multi Protocol Label Switching (MPLS). 
The IntServ model uses a resource reservation protocol, the RSVP, to reserve resources along the path in order to support the requested QoS. Three traffic classes are supported, the Guaranteed Service (GS), the Controlled Service (CS) and the Best Effort (BE). The GS provides a framework for delivering traffic for applications with bandwidth guarantee and delay bound, thus GS is suitable for real time applications. The GS guarantees that the packets will arrive within a certain delivery time and will not be discarded because of queues overflow, provided that the flow 's traffic stays within the bound of the specified traffic parameters.  The CS support applications that demand better quality than the BE mechanism can support. Unfortunately, the IntServ approach is not scalable and is not widely deployed yet. 

The DiffServ uses packet marking per-class (instead of per flow) to support priority services.  The aggregation of many individual flows to a few specific services allows this model to scale more efficiently than the IntServ. The classification and the marking of the packets is done at the edge of the network. Therefore, there is no need the devices to be updated to support the RSVP protocol as in the case of the IntServ.

Finally, the Multiprotocol Label Switching (MPLS), also referring as Layer2.5, is an attempt to bring switching capabilities to layer 3. The idea is to label IP packets on each link with labels that have only local significance upon the specific link. Then,  the Label Switching Router (LSR)  possesses a “label switching table” and may either switch the packets directly through the switching fabric or pass them to the routing processor to decide for the packet forwarding based on the IP header. It is not yet clear which one of the above technologies is going to prevail.

2.1.3 IP routing protocols

Routing protocols provides the means to IP routers to exchange information about the network topology. It can be classified to inter-domain and intra-domain. Significant features are:

· The scalability. It is an indication that the protocol can be used in network with large number of nodes.
· The convergence. It is the time that is needed to be updated the routing tables in order to reflect the right topology of the network
· The metrics. They are parameters that the routing protocol is used to calculate the routing tables e.g number of hops, link cost, etc
· The routing algorithm. There are two fundamental algorithms the distance vector and the link state. 

Examples of intra-domain routing protocol are the OSPF and RIP. The Border Gateway Protocol (BGP) is an example of inter-domain routing protocol.
2.2 IP layer particularities with respect to ATM, SDH, OTN

The IP protocol was designed with a total different concept in mind compared to the ATM and SDH. Key objective of the IP and generally of the Internet was the ability of the network to transmit data even if the majority of the nodes were destroyed. This feature was based on dynamic routing and it has still remained unrivalled. In current IP networks, survivability is achieved by dynamic routing. The routers detect faults in the network and notify their neighbours by ICMP messages. 

Upon the detection of a link fault, the router recalculates the affected routes and the routing tables are updated. Any changes are propagated to the neighbour node. This feature of the IP networks allows great flexibility but unfortunately is slow and unpredictable compared to the connection-oriented protection architectures (SDH, ATM).   For example, it is needed about 50msec in the case of a SDH network, whereas it takes several seconds in the case of the IP for the re-calculation of the new routes. 

However, this kind of "restoration" that IP supports, does not take into account the traffic in each link. IP routing protocols do not carry yet information about the network's loading condition. Hence, it is not feasible to select routes based on bandwidth availability.  There is an ongoing effort to enhance the routing protocols with QoS measures in order the routes to be calculated taking into consideration not only link weights but also bandwidth metrics and load conditions. This will make the routing protocols more flexible, efficient and intelligent.

On the other hand, ATM and SDH technology are based on the circuit-switched paradigm. The SDH technology provides high speed transmission and protection switching with fixed bandwidth pipes. ATM allows great flexibility, thus leading in better bevahiour when the traffic patterns are changing.

Usually, in today network, ATM gives great flexibility in allocating bandwidth having as a result better behaviour in rapid changing traffic patterns. ATM is used to provide virtual link bandwidth management, whereas SDH provides high-speed transmission and protection switching. 
The introduction of the MPLS shifts the switching capabilities closer to the IP layer, however ATM stills poses features that make it attractive.

The following table, which summarises the different functionality that is supported by each network element, enlightens the functionality of each technology.

Functionality
IP
ATM
SDH
WDM

Routing
x




Switching

x



Cross-Connect


x


Add-Drop Multiplexing


x


Automatic Protection Switching


x


Optical Cross-Connect



x

Optical Add-Drop Multiplexing



x

Optical Protection

Switching



x

Table 1: Functionality supported by diverse technologies

2.3 LION protocol stack scenarios

The following sections describe some protocol stack scenarios that are of interest within the LION project. The intention is not to give an exhausted list of protocol stack scenarios, but to identify the role of IP in the possible migration paths towards a full optical transport network with IP directly over WDM.  Of course, for some period of time the different scenarios will co-exist, leading to a complex network, where a number of wavelengths can be dedicated to a high bandwidth optical IP network, while others can be dedicated to optical ATM networks and finally other wavelengths can be dedicated to traditional SDH services that support a number of overlay network protocols including IP and ATM. Internet can be seen as a seamless composite of a variety of transport protocols, each on their own dedicated wavelength (Figure 1).

Figure 1: Overall Stack Scenario

2.3.1 IP over WDM

This scenario is closer to the future all-optical transport networks. The IP packets are transmitted directly over the WDM network. Since the SDH layer is missing, the optical network should provide the equivalent protection mechanisms.

Issues of particular interest in this case are the interworking between the routing protocols in the IP layer and the WDM layer. The restoration could be provided either at the service layer, or at the optical layer. For example, services that can tolerate a much longer restoration time, they can be restored at the IP layer. Use of MPLS is a part of this scenario. The deployment of the MPLS allows restoration in a fashion similar to the ATM layer. Pre-defined restoration paths have been defined and IP packets are routed to them by simply modifying the label maps. The affected traffic can be recovered either 100%, which is expensive or at a percentage less than 100, catering only for high-priority traffic. 

2.3.2 IP over ATM over WDM

In this scenario, the SDH layer is missing and the ATM cells are transmitted directly on a WDM channel. 

Comparing this scenario to the previous one, the introduction of the ATM layer imposes a bandwidth overhead of 20-25% for the IP traffic in case of the  "classical IP over ATM" approach. This cell tax is composed of the ATM and the ATM adaptation layer headers. The introduction of the ATM layer gives great flexibility by allowing flexible routing and traffic engineering. Moreover, the native support of QoS of the ATM allows the mapping of IP Classes of Services (CoS) to the ATM services. The introduction of Layer 2.5, using MPLS, makes the IP layer more flexible, however the features of multicast and QoS support of the ATM layer is still missing. 

2.3.3 IP over SDH over WDM

The IP datagrams are encapsulated in PPP packets which in turn are framed using HDLC and mapped into the SDH frames. The additional overhead introduced by the SDH layer is about 3%. The IP over SDH provides robust transmission, path level fault and performance management and protection switching. Concerning recovery, SDH layer can restore any defect within milliseconds. The WDM layer in this case can be consider as capacity upgrade. When the optical layer supports the same functionality as the SDH, in terms of protection and restoration, the IP traffic can be transmitted directly over WDM.

2.3.4 IP over ATM over SDH over WDM

In this scenario, all the possible layers are involved, namely IP, ATM, SDH and WDM, leading to a complex network architecture. 

The IP packets are segmented and transmitted into ATM cells, which in turn are inserted into SDH frames. Finally, the SDH frames are sent to the WDM transponder for transport over the optical layer. The total overhead is about 23%. About 3% is the overhead of the SDH layer and 20% the overhead of the ATM layer.

Generally speaking, it can be said that ATM provides virtual link bandwidth management and SDH provides high-speed transmission and protection switching.

One disadvantage of this scenario is that the accumulative overhead information due to the existence of the intermediate layers (ATM, SDH), is higher than any other scenario.  Moreover, in order to achieve interworking and co-ordination between the 4 different layer, more complex mechanisms are needed. The recovery mechanism of each different layer should be taken into account in order to design and implement a multi-layer recovery strategy. Coordination is needed so as each recovery strategy in every layer not to interfere with the other layers. In addition, redundant protection due to the existence of the intermediate layers leads to high network cost.

3 Presentation of G.805/G.cls with respect to IP

3.1 Functional Modeling of Transport Networks

The design of a multi-layer transport network, based on an OTN carrying different clients (e.g. SDH but also IP-based network), requires a proper allocation of network functionality across the different layers. In order to do that it is necessary, first of all, to identify a functional approach to model networks.

In Recommendation G.805 [1] a network  is defined, in general, as all of the entities (such as equipment, plant, and facilities) which together provide communication services, a transport network is a set of functional resources of the network which conveys user information between locations.

In [1] a functional modeling of transport networks is also recommended: the model is based on the concepts of layering and partitioning that are orthogonal (Figure 2).

According to the layering concept a transport network can be decomposed into a number of independent transport layer networks with a client/server association between adjacent layer networks.

Using the partitioning concept, each layer network can be separately partitioned in a way that reflects the internal structure of that layer network or the way that it will be managed. 
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Figure 2: The concepts of layering and partitioning

Following this approach (Figure 2), a subnetwork is defined within a single layer network and is viewed as a set of points in the same layer network that are or may be interconnected by operation of the layer management process. A link consists of a subset of the ports at the edge of one subnetwork or access group which are associated with a corresponding subset of the ports at the edge of another subnetwork or access group for the purpose of transferring characteristic information.

In general, starting from the concept of the connection and using a set of other architectural components (e.g. adaptation, termination, etc), the functional architecture of ATM (Rec. I.326[2]), SDH (Rec. G.803[3]) and OTN (Rec. G.872[4]) have been recommended. These Recommendations will be adopted as reference standards but further enhancements are envisaged (mainly for [4]): for example the introduction of the Digital Wrapper functionality in the OTN functional architecture (the Draft Rev. Rec. G.872 [5] is in course of definition).

It should be noted that the layer networks should not be confused with the layers in the OSI model. An OSI layer provides a specific service using one protocol among different protocols, on the contrary each layer network, considered in this context, offers the same service using a specific protocol called characteristic information.

3.2 Functional Modeling of Connectionless Network

In this section some considerations on how to model the functional architecture of a connectionless network have been reported. In particular, the essence of the approach adopted is based again on methodology described in [1]. This is to  provide a common framework between the connection oriented layer networks and a connectionless layer network: nevertheless it is necessary to introduce new concepts that describe connectionless behaviour.

Adopting this methodology, ITU is currently drafting the new Rec. G.cls [6] on connectionless networks. In particular, the scope of  [6] is to describe the connectionless network from a network level viewpoint, taking into account layer network structure, networking topology, client characteristic information, client/server layer associations and mapping between connectionless and connection oriented layer networks.

Central to the description of connection oriented networks is the concept of a connection which is defined in terms of a finite (even if variable) data rate with an open-ended duration and which reserves network resources on an end-to-end basis. In contrast a connectionless layer network has a defined data size and does not reserve network resources. In principle a connectionless layer network could be still defined as complementary sets of data source and sink Access Points but the route is not pre-negotiated as each datagram is routed dynamically. Consequently it is necessary to replace the concepts of a connection and a connection point as defined in [1] with new architectural components.
Furthermore the description of connection oriented layer networks in [1] assumes that the default for transmission is bidirectional whereas transfer in a connectionless layer network is always unidirectional.

3.2.1 Points to be investigated

This section reports the starting points for future studies on the connectionless network modelling: 

· Most of the modeling components of [1] may be retained but exact definitions may require refinements.

· The concept of connection point should be replaced with the concept of transaction point, which contains points that are associated for the duration of transfer of a datagram across the transaction point. Consider need for a transaction point group for the purposes of routing.

· To define the interlayer issues related to connectionless over connection oriented and connection oriented over connectionless.

· The model needs to include aspects of temporal behaviour to describe the situation where the datagram duration is shorter than the transit time of the transfer across a transport entity and when the datagram has a longer duration than the transport entity

· Introduce concepts to allow for traffic engineering. 

· Examine the meaning of characteristic information in a connectionless layer network and how it is supported by a trail

· Consider how the control aspects are to be described
4 Functional description of IP networks by using the traditional OSI model

4.1 General network view regarding IP over transport or switching networks

IP is a connectionless layer 3 protocol. The transport of IP packets requires at least a Layer‑2 protocol for the encapsulation of the packets and a Physical layer for the transport of the bit stream. Both Data Link and Physical layer could be of various types. This section describes a model regarding IP over OTN and IP over Automatic Switched Optical Networks (ASON). The model does not require a specific Layer‑2 protocol. It could provide:

· Simple encapsulation functions only or

· Survivability mechanism or

· Dynamic bandwidth allocation mechanism.

The model also does not base on a specific frame format for the OTN. It could be used for:

· IP over Digital Wrapper over WDM or

· IP over SDH over WDM or

· IP over Ethernet over WDM, etc.

At the moment it is not specified which layer (signal) is switched by ASON. It may be a physical light path or a digital circuit with a DW structure. The generic model described here could be applied to any connection oriented switched network.

With respect to the OSI model a transport network providing only permanent connection could be described as a subset of a switched network.

In the following an equipment that originates or terminates switched connections is called "User" while the entity providing the connections is called "Network".


[image: image2.wmf]User

User

Data path

Signalling

 path

Switching

Node

Transport

Node


Figure 3: Conceptual illustration of a switched network

4.2 Excerpt of the OSI layer model

Network Elements are interconnected by physical media and transfer data fully or partly from a physical interface to another physical interface and/or process data fully or partly without transfer. ISO defined the 7-layer OSI model in order to get a structured description and modular implementation of data transfer and data processing. Layers 4 to 7 of the OSI model are clients of IP and, therefore, not considered in this document. Three layers, i.e. Physical Layer (layer 1), Data Link Layer (layer 2) and Network Layer (layer 3), could describe IP networks.

The information interchange between equipment is always a peer to peer communication of a layer (intra-layer communication). Information interchange between layers takes place only inside equipment and is described as a communication between adjacent layers (client server relation). Client and server layer interchange data and primitive in form of a bi-directional communication. The data interchange between layers can be directly observed at the physical interfaces of equipment while the primitives are conceptual only and, therefore, not visible at physical interfaces. However, the presence of primitive can be indirectly verified by monitoring and stimulating one or more layer(s). Management primitives are used for the co-ordination of layers within equipment. Layer interworking and Layer co-ordination inside equipment is illustrated in Figure 4.
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Figure 4: Conceptual illustration of information exchange between layers

Figure 5 and Figure 6 show both the equipment and network view of Data Link and Network layer communication. It is shown that the peer to peer communication of a layer could be carried out between adjacent equipment or via a number of server layer equipment. Figure 7 shows the layer presentation of a switching network as also shown in Figure 3. 

IP over a transport network could be described as user-user communication (Figure 5 and Figure 6) or as user-network communication (Figure 7) since each IP router is a switch, which signalling information is transported via IP.

IP over a switching network (e.g. ASON) is not fully described by the model for IP over transport networks since that model does not cover the switching capabilities of a server layer of IP. However, the model for IP over transport networks (permanent connections) is not invalid nor useless. It could be considered as a simplified model of IP over switching networks (switched connection) as described detailly in subsection 4.3.

The IP routing (switching) capabilities could be described as user-user communication over a switched channel (e.g. switched OCh) as shown in Figure 5 and Figure 6. In that case OCh and Data Link layer are coincident, but the OCh may be transported over OTN equipment, which are also considered as Physical layer equipment. In addition to that, an IP router is also an switch (e.g. ASON switch) that communicates with the switching network (e.g. ASON) as shown in Figure 7. It should be noted that the protocols of the signalling channel and user channels may be different and the channels may follow different routes.
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Figure 5: User - User communication of the Data Link layer
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Figure 6: User - User communication of the Network layer
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Figure 7: User - Network communication of the Network layer

4.3 Modelling of an IP network using OTN or ASON

4.3.1 Principles of modelling

In general a layer provides functions for:

a) Client adaptation and client multiplexing.

b) Maintaining its own integrity (continuity, connectivity and quality supervision).

c) Peer to peer communication.

d) Communication with client and server layer.

e) Communication with management and control functions inside equipment.

Each layer and each protocol of a layer has its own set of the above listed functions. This raises the question whether all layers or protocols could be modelled with one description method or not. 

In general, transport layers provide functions for client adaptation/multiplexing and supervision, but their peer to peer communication is really simple (BDI and BQI only). A transport layer is either available or not, i.e. two states, available and unavailable. The state change for available to unavailable occurs accidentally and the reserve state changes requires repair actions. Protection switching restores the transport service before the unavailable state is entered, while restoration (e.g. by re-dialling in a switching network) establishes a "new" connection. The functional model of ITU-T Recommendation G.805 and equipment specification that bases on that functional model provide an elegant and powerful description method for transport layers (Physical Layer in the OSI view).

In addition to transport layers layer 2 and 3 protocols provide a complex peer to peer communication that results in many states and complex rules for state changes. Such state changes take also place on client layer requests and server layer indication/responses. Description methods based on state diagrams or state stable that could be also expressed in SDL. Tools could provide machine readable SDL and check the formal correctness of the description. 

It may be possible to use one description method for layer 1, 2 and 3. However, functional modelling describes processes and detection criteria in plain text, while only some correlation rules are described formally. Therefore, tools (e.g. compiler) do not support functional modelling. An SDL description of the two states of transport layers cannot replace the requirements given in plain text. Functional modelling, on the other hand, could not describe reasonably the rules and procedures of state changes. The OSI model provides already all functions needed for inter-layer communications. They are independent on the description method of a layer. Hence, different description methods can be easily used together. Figure 8 illustrates the principles of the communication between layer and between management and layers. A summary of Layer‑1 and Layer‑2 primitives is given in Table 1 and Table 12 respectively.

The following subsections provide more detail of these communication in case of permanent and switched connections.
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Figure 8: Interlayer communication between layers 1, 2 and 3

Phase
Service
Primitive
Parameters

PHC Activation
PHC Activation
PH-ACTIVATE request




PH-ACTIVATE indication


Data Transfer
Data Transfer
PH-DATA request
PH – User Data



PH-DATA indication


PHC Deactivation
PHC Deactivation
PH-DEACTIVATE request




PH-DEACTIVATE indication


Table 2: Overview of Layer-1 primitives

Phase
Service
Primitive
Parameters (Note)

DLC
establishment
DLC
establishment
DL-ESTABLISH request
(Called address, calling address, QOS parameter set, DLS user-data)



DL- ESTABLISH indication
(Called address, calling address, QOS parameter set, DLS user-data)



DL- ESTABLISH response
(Responding address, QOS parameter set, DLS user- data)



DL- ESTABLISH confirm
(Responding address, QOS parameter set, DLS user-data)

Data transfer
Normal data
transfer
DL-DATA request
(DLS user-data)



DL-DATA indication
(DLS user-data)


Reset
DL-RESET request
(Reason)



DL-RESET indication
(Originator, reason)



DL-RESET response




DL-RESET confirm


DLC release
DLC release
DL-RELEASE request
(Reason, DLS user-data)



DL-RELEASE indication
(Originator, reason, DLS user-data)



DL-RELEASE confirm


Note: The parameter are just list for completeness.

Table 3: Overview of Layer-2 primitives

4.3.2 IP over permanent connections

The transport of IP requires an established Data Link Connection and the Data Link needs available information transfer. Both layers do not have the capability to set-up or release their connections in case of permanent connection. Only the indication primitives provide information whether a state is changed or not. The request primitives cannot invoke a state change but they are needed to answer with an indication or confirm.

Example: A DLC is established and the Network Layer issues a DL-Establish Request. The Network Layer would time out when Layer-2 does not response with DL-Establish Indication or DL-Establish Confirm.

Figure 9 illustrates the basic functions of Data Link Layer primitives that are needed for permanent connections. A specific Layer-2 protocol may provide additional functions for peer to peer communications. However, further features would make the description unnecessary complex. Figure 10 illustrates the Physical Layer primitives, except technology specific maintenance functions.

Unintended Interruptions and misconnections or an intended disconnection invoke a state change from available to unavailable and associated primitives are issued to Layer 2 (PH-DI) and the management (MPH-DI). On reception of PH-DI the Data Link changes to the released state and issues DL-RI and associated management primitives. Only repair actions could bring the Physical layer back to the available state. That state change causes the issue of PH-AI and MPH-AI and Layer 2 issues subsequently DL‑EI.
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Figure 9: Exchange of Layer-2 primitives in case of permanent connections
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Figure 10: Exchange of Layer-1 primitives in case of permanent connections

4.3.3 IP over switched connections

The transport of IP requires an established Data Link Connection and the Data Link needs available information transfer. A switching network has the capability, unlike permanent connections, to establish and release Data Link and/or Physical connections. This document describes only switched physical connection.

4.3.3.1 Signalling channel

It is assumed that the signalling channel uses a permanent physical connection, i.e. further switched networks, such as ISDN, B-ISDN or Internet do not provide the signalling channel. Therefore, the Physical layer of the signalling channel forms a permanent connection, which is described in subsection 4.3.2.

4.3.3.2 User channel

A switched user channel can be automatically set-up and released under the control of the management of the user equipment. These capabilities require two further Layer‑2 states, awaiting establish and awaiting release plus request and confirm primitives as illustrated in Figure 11. Layer‑2 management primitives are not illustrated since all processes could be described without such complex state diagram. The exchange of Layer‑1 primitives and management primitives are illustrated in Figure 12 and Figure 13 respectively. 
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Figure 11: Exchange of Layer-2 primitives in case of switched connections
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Figure 12: Exchange of Layer-1 primitives in case of switched connections
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Figure 13: Exchange of Layer-1 management primitives in case of switched connections

The automatic set-up and release of a DLC requires procedures for an automatic set-up and release of the protocol stack (Layer‑1 and Layer‑2). The set-up processes could be executed top-down (initiated by Layer‑3) as shown in Figure 14 or bottom-up (controlled by the management) as shown in Figure 15.

The release processes of the Data Link layer could be also executed either way. Opposite to this, the deactivation of the Physical layer has to be controlled by the management and cannot be initiated directly from the Data Link layer, because a physical peer to peer communication is not supported by existing Physical layers
. A release process of a protocol stack is illustrated in Figure 16.
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Figure 14: Conceptual illustration of top-down set-up of a protocol stack
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Figure 15: Conceptual illustration of bottom-up set-up of a protocol stack
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Figure 16: Conceptual illustration of release of a protocol stack

4.3.4 Examples of applications using switching services

4.3.4.1 Bandwidth on demand for IP and other data services

The management of a User terminal initiates a call (in order to establish a PHC) and Layer-3 issues DL_ER when IP packets have to be transmitted but no DLC is present or the bandwidth of the DLC is too small. The protocol stack is automatically set-up as soon as the switching network has provided the PHC (see Figure14). Layer-3 could request the release of the DLC (DL-RR) when the bandwidth is not longer needed. After release of the DLC, the management of the User terminal could release the call (PHC).

As an alternative it would be possible that additional PHC are used to enlarge the bandwidth of the DLC instead of providing further DLCs.

4.3.4.2 Switching capabilities for fast restoration

The management of a network element initiates a call in order to re-establish (restore) an interrupted subnetwork connection. Upper layers are not involved in this case.

4.3.5 Combination of functional modelling with higher layer description methods

4.3.5.1 Principles of functional modelling of transport functionality of equipment

A PHC is not available when one direction or both directions of transmission (in case of a bi-directional connection) are interrupted continuously for a minimum period or longer. Near end or far end defects that persist longer than the minimum period are indicated by PH-DI and MPH-DI. 

A PHC is available when one direction or both directions of transmission are working continuously for a minimum period or longer. The absence of near end or far end defects longer than the minimum period are indicated by PH-AI and MPH-AI.

A near end defect of a transport layer is indicated by Server Signal Fail (SSF) and a far end defect by BDI/RDI.

4.3.5.2 Layer 1 functional model

According the layer model a layer can be subdivided into further layers, i.e. OSI layer 1 can be splitted into a couple of layers which form a transport network. Each of this layers is composed of "atomic functions" (see Figure 17) that cannot be subdivided further.

An adaptation function between 2 layers networks can be assigned either to the server or client layer. Optical Transport Networks provide transport service for clients. Therefore the adaptation functions are assigned to the server layer network, as illustrated in Figure 17.




Figure 17: Assignment of atomic functions to a layer

The information exchange between "transport layers" (from server to client adaptation function) and between atomic functions of a layer could be also described with primitives. These primitives are identical for all (sub)layers of OSI layer 1. With this modular approach it is possible to specify a layer in isolation (including OAM functions). A set of layers specified according this model allows to combine layers in various order. Examples

· ATM as a client of a 2‑Mbit/s-Signal or a 2‑Mbit/s over ATM via circuit.

· SDH over an OTN or directly over a fibre.

4.3.5.3 Definition of Primitives used between transport layers:




Note:
The coding of AIS in optical Layers is not yet specified. AIS is coded as all ONEs signal, for digital layers. ITU‑T Recommendation G.872 uses new terms. Forward Defect Indication (FDI) instead of AIS, Backward Defect Indication (BDI) instead of RDI and Backward Quality Indication (BQI) instead of  REI.

Figure 18: Mechanism of Consequent Action, AIS, RDI and REI within a layer

4.3.5.4 Terminology

· Defects begin with a lower case "d" followed by the abbreviation of the defect, e.g. dLOS = Loss of Signal defect.

· Consequent actions begin with a lower case "a" followed by the abbreviation of the consequent action, e.g. aAIS = action AIS.

4.3.5.5 Defect detection and consequent actions (overhead signals)

Figure 19 shows relations between defect detection and consequent actions by an example of the OTN layers. All the layers may be generated and terminated at one equipment or part of the layers are passed through equipment. In the latter case, the information exchange between layers requires specific coding. PDH, SDH and ATM adaptation source functions insert AIS into the client layer. It indicates downstream toward equipment that a defect was detected and that the transport service is not available. This simple mechanism is the basic function for fault isolation.




Figure 19: Mechanism of consequent actions between transport layers

5 Discussion

Based on the above analysis, it has become evident, with respect to functional specification, that there are substantial differentiating factors between the lower protocol layers (i.e., ATM, SDH, OTN) and IP. In particular, the necessity for the IP functional model to include state- and time-specific information necessitates the adoption of an alternative methodology to G.805. For presentation purposes, the SDL methodology is recommended, essentialy for two reasons: a) SDL can fully describe state- and time-dependent functional models, and b) there is already an invested knowledge in the use of pertinent tools, e.g., SDT.

The following table summarises the specifications taken as basis for our subsequent functional models and the presentation methodology that LION will follow for each protocol layer.

Layer
Functional Specification
Presentation

IP
RFC 791
SDL

Other (e.g., MPLS)
-
SDL

ATM
I.326 – I.732
G.805-based

SDH
G.803
G.805-based

OTN
G.872
G.805-based

Table 4: Functional model base-specifications and presentation methodologies for LION

MPLS





DPT, POS, GbE








Digital Wrapper





SDH





ATM, IP, Voice





IP





OTN (WDM)








� A physical peer to peer communication would require at least a mechanism to discriminate between an unintended interruption and an intended disconnection, e.g. an idle signal and an AIS/FDI.





_1017225957.ppt






L2

L2

L3

L3

M

M

User

User








_1017494981.ppt






Link

Connection

Released

DL-RI

DL-RI

DL-EI

Layer 2 - Layer 3

DL-RI

Awaiting

Establish

DL-EC

DL-ER

Link

Connection

Established

Awaiting

Release

DL-EC

DL-EI

DL-RC

DL-EC

DL-RR

DL-RI

DL-Data

R/I

DL-EI

DL-EC

DL-ER

DL-EI




































_1017495277.ppt






Information

transfer

not available

Information

transfer

available

MPH-DI

MPH-EI

MPH-AI

MPH-DR

MPH-AI

Layer 1 - Management

MPH-DR

Information

transfer

interrupted

MPH-AI

MPH-DI
















_1017743932.ppt






DLC Released

PHC not available

DL-ER

DL-EC

PH-AR

PH-AI

PHC available

DLC Established











time








_1017744017.ppt






DLC Released

PHC not available

DL-EI

PH-AI

PHC available

DLC Established









time



MPH-AR

PHC not available



MDL-ER



MPH-AI



MDL-EI








_1017744252.ppt






DLC Established

PHC available

DL-RR

DL-RC

PH-DI

PHC not available

DLC Released









time



MPH-DR



MDL-RC








_1017742599.ppt






L3       Network Layer

L2       Data Link Layer

L1       Physical Layer

DL-ESTABLISH

	- Request

DL-RELEASE

	- Request

DL-ESTABLISH

	- Indication, Confirm

DL-RELEASE

	- Indication, Confirm

PH-ACTIVATE

	- Request

PH-DEACTIVATE

	- Request

PH-ACTIVATE

	- Indication

PH-DEACTIVATE

	- Indication

MPH-AI, MPH-DI,

MPH-ERROR Indication

MDL-ER, MDL-RR

MDL-EI, MDL-RI

MDL-EC, MDL-RC

MPH-AR, MPH-DR





Management








_1017495123.ppt






Information

transfer

not available

Information

transfer

available

PH-DI

PH-AR

PH-Data

request

PH-AI

PH-Data

indication

PH-DI

PH-AI

Layer 1 - Layer 2

Information

transfer

interrupted

PH-DI

PH-AI








_1017490032.ppt






DL-RR

DL-ER

Link

Connection

Released

DL-RI

DL-EI

Layer 2 - Layer 3

DL-RC

Link

Connection

Established

DL-EC

DL-EI

DL-RI

DL-Data

R/I

DL-RE

DL-ER




































_1017494652.ppt






Information

transfer

not available

Information

transfer

available

PH-DI

PH-AR

PH-Data

request

PH-AI

PH-Data

indication

PH-DI

PH-AI

Layer 1 - Layer 2

Information

transfer

not available

Information

transfer

available

MPH-DI

MPH-EI

MPH-AI

MPH-DI

MPH-AI

Layer 1 - Management








































_1017226095.ppt






L2

L2

L2

L2

L3

L3

M

M

L3

L3

Network

L2

L3

User

User








_1017225445.ppt






User

User

Data path

Signalling path

Switching

Node

Transport

Node








_1017225810.ppt






L3           Network Layer

L2          Data Link Layer

L1          Physical Layer

L2 Primitives

L3 Management

Primitives

L1 Primitives

L3 Data

L2 Data

L1 Management

Primitives

L2 Management

Primitives



Management








_975228528

_1017219569.ppt






L2

L1

L1

L1

L1

L1

L2

M

M

User

User
































_960878761

_975228524

