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Introduction

According to the project planning, in WP6 the initial efforts have been focused on the identification of a basic, preliminary set of OA&M specifications, on the items directly related to the implementation activities. 

A project milestone was also associated with this task (WP6 M1). 

Under the definition Operation, Administration and Maintenance (OA&M) several functions and processes are intended, which play a critical role in the actual capability of effectively deploy a network. This is particularly true when the objective is to design and demonstrate an advanced multi-client and multi-layer transport network (as for the OTN considered in LION). The experiences gained in the SDH environment and in first steps of OTN standardization (e.g., in G.872) form a consistent basis, which should be however brought forward, in order to achieve goals such the ones considered in LION.

A theoretical foundation of OA&M topics (and a precise definition of which they are) is deferred to further steps of WP6 activity. As regarding this early specification, a wide meaning has been assigned to OA&M, covering several aspects to be anyway defined for the LION field trial. 

The focus of WP6 will be progressively restricted, while the implementation (WP7) and field trial (WP8 and WP9) workpackages will reach their results. 

During the early specification activity, a critical aspect has been the following dichotomy:

· on one hand, detailed requirements from the  “theoretical” workpackages (WPG1) are not yet  completed, since WPG1 activities are still in progress

· on the other hand, the providers of NE equipment for the LION test-bed and of the control/ management systems need information to design and implement the related hardware and software. 

Therefore, an equilibrium has been looked for. The specifications listed in this document are still preliminary, i.e., the minimum set of information required by initial implementation activities. Everything else is intentionally left undefined, to allow a later definition incorporating the most significant results from WPG1 activity.  
1.1 Purpose and Scope

This document aims at providing an early specification framework, as far as OA&M issues are concerned, to allow the progress of implementation activities (on hardware, firmware and software aspects of the Network Elements to be included in the LION test-bed). 

An early input, although not completely detailed, is required by WP5 and WP7.

The document, on the contrary, is not meant to give significant answers to theoretical issues regarding the OA&M in an OTN, and OA&M interworking between layers. Even a detailed specification of OA&M messaging and procedures is out of the scope of this milestone. These aspects will be covered -  as foreseen - in future activities and milestones within WP6.

A draft version of the document has been circulated among all the partners and discussed in detail during a project plenary meeting, by WP6 partners. 

The present, refined version is associated with a project milestone (WP6 M1). 

Moreover, it is, by definition a “working framework”, so that it will be periodically refined, up to the final specifications. Therefore, the project partners are invited to check it:

· the partners responsible for HW/SW development and equipment provision (CSELT, T-Nova, SICN, CISCO) should check the content, according to what they need in order to perform their work of implementation (or equipment upgrade);

· the WP2 and WP4 partners should check it, to avoid major misalignment between theoretical and implementation activities.

The content of this document, properly enhanced, will be finalized as a Project Public Deliverable (D5 “Report for the preliminary OA&M specs for the test bed”) by the end of August.

1.2 Reference Material

1.2.1 Reference Documents

[1] ITU-T Recommendation G.872 “Architecture of optical transport networks” – Draft 1.2 - March 2000

[2] R. Cadeddu et al. “PEGASO OTN test-bed” – presentation at ECOC’99 – source: CSELT

[3] J. Luciani et al. "IP over Optical Networks - A Framework"  Internet Draft, Work in Progress, April  2000

[4] D. Awduche, Y. Rekhter, J. Drake, R. Coltun, "Multi-Protocol Lambda Switching: Combining MPLS Traffic Engineering Control With Optical Crossconnects," Internet Draft, Work in Progress, Nov. 1999.

[5] First Draft of Rec. G.ason, "Architecture for the Automatic Switched Optical Network" (ASON) – February 2000

[6] R.P. Braun “OA&M Signalling in OTN Multi-client Networks” – preliminary draft of a project internal document

[7] G. Bendelli et al. “PEGASO OTN test-bed” – ECOC’99 proceedings, vol. II, pp. 114-117

[8] T. Edhag, A. Manzalini et al., “OA&M signalling and fault management” – DEMON deliverable, WP2 D5 – January 2000

[9] U. Hartmer “Communication alarms from TPs to Manager” – project internal document “INF_T-Nova_000621_01.doc” (input from WP5) 

1.2.2 Abbreviations

	APS
	Automatic Protection Switching

	BDI
	Backward Defect Indication

	BQI
	Backward Quality Indication

	CSL
	Client Signal Label

	CTP
	Connection Termination Point

	DCC
	Data Communication Channel

	DCh
	Digital Channel

	DCN
	Data Communication Networks

	DW
	Digital Wrapper

	EDFA
	Erbium Doped Fibre Amplifier

	FAS
	Frame Alignment Signal

	FDI
	Forward Defect Indication

	LOC
	Loss of Continuity 

	LOF
	Loss of Frame

	LOP
	Loss of Optical Payload

	LOS
	Loss of Optical Signal

	LOSC
	Loss of Optical Supervisory Channel

	MPLS
	Multi-Protocol Label Switching

	NC
	Node Controller

	NE
	Network Element

	OA&M
	Operation, Administration & Maintenance

	OADM
	Optical Add Drop Multiplexer

	OCh
	Optical Channel

	OFA
	Optical Fibre Amplifier

	OH
	OverHead

	OHFIS
	OverHead Failure Indication Signal

	OLA
	Optical Line Amplifier

	OMS
	Optical Multiplex Section

	OSC
	Optical Supervisory Channel

	OSC
	Optical Signal to Noise Ratio

	OTN
	Optical Transport Network

	OTS
	Optical Transmission Section

	OXC
	Optical Cross Connect

	PLC
	Power Level Control

	PLM
	PayLoad Mismatch

	POS
	Packet Over SONET

	PTI
	Payload Type Indication

	SSC
	Sub-System Controller

	SWM
	Switching Matrix

	TCM
	Tandem Connection Monitoring

	TDM
	Time Division Multiplexing

	TIM
	Trail-trace Identifier Mismatch

	TTI
	Trail Trace Identifier 

	WDM
	Wavelength Division Multiplexing


1.2.3 Definitions

1.3 Document History

	Version
	Date
	Author
	Comment

	0.01
	10/03/2000
	S. Brunazzi
	Preliminary Draft (Content Agreement) 

	0.02
	07/06/2000
	S. Brunazzi
	Second Draft for discussion

	0.03
	04/07/2000
	S. Brunazzi, C. Cavazzoni
	Addition of OSC description 

	0.04
	27/07/2000
	S. Brunazzi
	Final version 


1.4 Document overview

The document is structured as follows. Chapter 2 is devoted to the identification of the OA&M information types to be implemented, starting from the general basic list drawn from G.872. Chapter 3 is focused on the physical support for the propagation of OA&M information through the network (the Digital Wrapper and the Optical Supervisory Channel). In Chapter 4 an overview of the aspects of the control architecture of the optical nodes, related to OA&M functions, is reported. A preliminary definition of the role assigned to OA&M in protection procedures is outlined in Chapter 5. In Chapter 6 the topic of inter-relationship between the OA&M and the Management System is considered.

Identification of OA&M information for field trial implementation

The objective is to identify the types of OA&M information which will be implemented. 

A wide definition for OA&M is considered here, to allow a complete view, although not exhaustive, on the control/supervision/management information that will flow on the managed Optical Network, between optical nodes.

Some tables are reported in the following sections, related to the OA&M information flow in the OTS, OMS, OCH layers, respectively, and between the client network and the OTN, through CNI.

The “Network level management requirements” table, included in G.872 [1], is chosen as a guideline. Some rows are added to that list, where relevant, as a possible original contribution by LION – their content is marked in red bold characters.
In each table, it is specified whether a certain kind of OA&M information will be implemented or not in the field trial (the dashed grey cells are related to types of information which are not relevant for the considered optical layer - according to G.872). The current situation in the existing “Pegaso” test-bed is also recalled, making reference to [2].

For each row, for each layer, the OA&M messages which are usually related to that kind of OA&M information are reported too, as a reference. However, it must be noted that the exact naming of the OA&M messages to be implemented is not yet specified. A more detailed specification will be carried out in the future WP6 activities.
1.5 OA&M information in the OTS layer

	Type of OA&M info 

(G.872 + new items)
	Related messaging
	PEGASO 
	LION overall test-bed
	Notes

	Connectivity Supervision Info
	Trail Trace Id. (TTI)
	Yes
	Yes
	

	Maintenance 

Information
	Forw. Def. Indic. (FDI)

Backw. Def. Ind. (BDI)

Backw. Qual.Ind. (BQI)

OH Failure Ind. (OHFIS)
	Yes

Yes

No

No
	Yes

Yes

No

Yes 
	Note 2.1.1 

	Signal Quality Superv.
	Performance monitor
	No
	No
	see chapter 3.3

	Adaptation 

Management
	Payload Type Indication
	n.a.
	n.a.
	

	Protection Control
	APS control

Hold-off / interworking
	n.r.
	n.r.
	

	Subnet/tandem 

Connection Superv.
	Connection supervision
	f.f.s.
	f.f.s
	

	Management 

Communications
	DCC Management Ch.
	Yes
	Yes
	

	Remote Alarms
	t.b.d.
	No
	Yes
	Note 2.1.2

	Routing/Reconfig. Signalling
	t.b.d.
	No
	Possibly
	Note 2.1.3


Table 1 - OA&M information in the OTS layer

Note 2.1.1



As a maintenance information, an “OverHead Failure Indication Signal” message has been introduced to propagate information about the loss of an overhead/supervisory channel. This has been demonstrated as useful in previous research projects (e.g., MOON). However, two different kinds of anomalies – which should not be confused - were implied under this name:

· Loss of the optical supervisory channel 

· Loss of the overhead in a particular layer (e.g., due to a failure in the related termination) – OTS-OHFIS, OMS-OHFIS, OCh-OHFIS – independently of the method by which this overhead is transported

It has been decided that in the LION field trial only the first one will be implemented, i.e., a Loss of Optical Supervisory Channel (obviously pertaining to the OTS layer). This explicit OA&M message will implicitly indicate the loss of the overall logical overhead of OTS and OMS layers, and the loss of that part of the OCh layer which is transported by OSC.

Note 2.1.2



This row include an additional type of OA&M info with respect to the G.872 list, i.e., the remote alarms from nodes unprovided of a local NE Agent (e.g., the OLA nodes). 

These “low hierarchy” nodes, which may exist in a real network, need a means to send the information associated with local equipment supervision to the remote NE Agent that controls them. 

In principle, this must not be confused with the information between Agents and Manager (considered in the table at the row “Management Communications”), which belongs to a quite different level of abstraction. However, from an implementation viewpoint, these kind of information will be transported by the DCC channel between OLA and OXC nodes, showing how the DCC can be usefully exploited in different segments of the network, to carry diverse kinds of logical information (see also Chapter 3). For this reasons, this type of OA&M information is considered as related to the OTS layer.

Note 2.1.3



A further additional type of OA&M info, with respect to [1], is the “routing/reconfiguration” signalling to be exchanged between optical nodes, considered here for completeness, although not strictly belonging  to OA&M. 
This topic has a strong conceptual importance, since it is correlated to the interworking between layers and to the development of an intelligent OTN. Under the name “routing/reconfiguration signalling” different aspects can be considered, such as:

· messages belonging to “routing protocols” to be developed in the optical layer, like the well established ones in the IP layer

· messages belonging to “multi protocol lambda switching” to be developed in the optical layer, like the emerging MPLS protocols (see for example [3] and [4])

· signalling for the client-driven dynamic connection set-up (see [5])

These examples are just reported to clarify the terms that are used.

When the focus is narrowed on the WP6 viewpoint, the following remarks can be done:

· WP6 is aware that the implementation of “routing protocols” (like e.g., WaRP) and “optical intelligence” in the LION OXCs is not foreseen nor feasible. WP6 raises the warning that this will limit, for example, the actual possibilities of implementing real “end-to-end client driven connections” in the LION test-bed. This issue should be discussed at this stage of the project. Perhaps, only very simplified tests will be feasible. WP6 needs from WP7, WP8, WP9 the identification of these possible tests, before going into deeper details in the signalling definition 

· the explicit contribution by WP6, at this stage, is that there will be the physical possibility of exchanging some kind of “routing/reconfiguration signalling” between optical nodes, (thanks to the message-based DCC in the OTS layer) if this will be needed.
1.6 OA&M in the OMS layer

	Type of OA&M info 

(G.872 + new items)
	Related messaging
	PEGASO 
	LION overall test-bed
	Notes

	Connectivity

Supervision Info
	Trail Trace Id. (TTI)
	n.r.
	n.r.
	

	Maintenance 

Information
	Forw. Def. Indic. (FDI)

Backw. Def. Ind. (BDI)

Backw. Qual.Ind. (BQI)

OH Failure Ind. (OHFIS)
	No

Yes

No

No
	No

Yes

No

No
	Note 2.2.1

	Signal Quality Superv.
	Performance monitor
	f.f.s.
	f.f.s.
	

	Adaptation 

Management
	Payload Type Indication
	f.f.s.
	f.f.s
	

	Protection 

Control
	APS control

Hold-off / interworking
	Yes

No
	Yes

No
	See chapter 5

	Subnet/tandem 

Connect. Supervision
	Connection superv.
	f.f.s.
	f.f.s
	

	Management 

Communications
	DCC Management Ch.
	f.f.s.
	f.f.s.
	


Table 2 - OA&M information in the OMS layer

Note 2.2.1

Making reference to note 2.1.1, the meaning of the OHFIS message in this case would be the Loss of OMS Overhead. This could be significant if the OMS overhead termination were in a different sub-system with respect to the OSC Termination. In this case, the OMS-OHFIS would be decoupled from the OTS-Loss Of Supervisory Channel (it might happen that the OSC is active, but the OMS-OH is unavailable because the OMS Termination fails). 

For the LION test-bed, this message has been considered not important. The loss of OMS overhead will only be deduced by the loss of the OSC which carries it.

1.7 OA&M in the OCh layer

	Type of OA&M info 

(G.872 + new items)
	Related messaging
	PEGASO 
	LION overall test-bed
	Notes

	Connectivity Supervision Info
	Trail Trace Id. (TTI)
	Yes
	Yes
	

	Maintenance 

Information
	Forw. Def. Indic. (FDI)

Backw. Def. Ind. (BDI)

Backw. Qual.Ind. (BQI)

OH Failure Ind. (OHFIS)
	Yes

Yes

No

No
	Yes 

Yes

Yes 

No
	By DW

By OSC

By DW

Note 2.3.2

	Signal Quality Superv.
	Performance monitor
	Yes
	Yes 
	By DW

see chapter 3.3

	Adaptation 

Management
	Payload Type Indic.

Unequipped
	Yes
	Yes

Possibly
	By OSC

f.f.s.

	Protection 

Control
	APS control

Hold-off / interworking
	No

No
	No

No
	see chapter 5

	Subnet/tandem 

Connect. Supervision
	Connection superv.
	Yes
	Yes
	By DW

	Management 

Communications
	DCC Management Ch.
	n.r.
	n.r.
	

	Routing/Reconfig. Signalling
	t.b.d.
	No
	No
	Note 2.3.3


Table 3 - OA&M information in the OCh layer

Note 2.3.1

As far as OA&M message classification is concerned, the classical three-layer OTN model is adopted, avoiding the further OCh sub-layering (e.g., DCh, TCM, OCh – using one of the sub-layering proposals). The issue on how to manage the partition of the OTN into different transparent domains will be faced by studying the OA&M information flow through the NNI that will be implemented in the test bed.

A more complete view, including OCh sub-layering, will be on the contrary considered in the WP6 theoretical activity [6].  

Note 2.3.2

While OTS and OMS overhead will be entirely transported by OSC, the OCh overhead will be carried partially by OSC, partially by DW. This is indicated in the table, in the column “Notes”. The issue will be also considered in chapter 3.

Note 2.3.3

Making reference to note 2.2.1, the meaning of the OHFIS message in this case would be the Loss of OCh Overhead. This could be significant to indicate the loss of that part of the OCh OH carried by DW (the loss of the part carried by OSC can be deduced by the OTS-LOSC). However, it has been considered that this message would be of limited importance in the test-bed, and therefore it will not be implemented.  

Note 2.3.4

For a general remark on this issue, a reference can be done to note 2.1.3. In this table it is simply stated that, even if signalling information were to be propagated between optical nodes, this would be done through OTS OH and not through OCh OH.

In Table 4, the OA&M information flow which will be implemented in the LION field trial (already reported in the previous tables) is summarized. The shaded cells are related to items that are only provisionally defined.

	Layer
	OA&M information type

	OTS
	Trail Trace Identifier (TTI)

	OTS
	Forward Defect Indication (FDI) 

	OTS
	Backward Defect Indication (BDI) 

	OTS
	OverHead Failure Indication Signal (OHFIS) – in the form of an FDI related to the OTS-LOSC (Loss of Optical Supervisory Channel)

	OTS
	Management Communication between NE Agents and NE Manager – through DCC

	OTS
	Remote alarms related to local OLA node supervision – through DCC

	OTS
	Routing / Reconfiguration Signalling - through DCC

	OMS
	Backward Defect Indication (BDI)

	OMS
	Automatic Protection Switching (APS) protocol

	OCh
	Trail Trace Identifier (TTI)

	OCh
	Forward Defect Indication (FDI) 

	OCh
	Backward Defect Indication (BDI) 

	OCh
	Backward Quality Indication (BQI)

	OCh
	Performance Monitoring information

	OCh
	Payload Type Indication – in the form of a Client Signal Label

	OCh
	Unequipped

	OCh
	Subnetwork / Tandem Connection Supervision


Table 4 – Summary of the OA&M information types to be implemented in the LION field trial

1.8 OA&M flow through CNI

The definition of a minimum/optimum set of OA&M messages to be exchanged between different layers (actually, between Network Elements, belonging to IP and OTN, respectively) is a key task for LION. In the following table, a preliminary specification is proposed.

	Type of OA&M info 

(G.872 + new items)
	Related messaging
	Flow through CNI
	Notes

	Connectivity

Supervision Info
	Trail Identifier Mismatch (TIM)
	No
	

	Maintenance 

Information
	Forward Def. Indic. (FDI)

Backward Def. Ind. (BDI)

Backward Qual.Ind. (BQI)
	Yes

Yes

No
	2.4.1

	Adaptation 

Management
	Client Type Indication
	f.f.s.
	

	Protection 

Control
	APS control

Hold-off / interworking
	No

Possibly
	see chapter 5
2.4.2   

	Routing/Reconfig. Signalling
	TBD
	Yes
	2.4.3


Table 5 - OA&M flow through CNI

Note 2.4.1
Obviously, the relevant message is an OCh-FDI. This message (either directly as an FDI or, indirectly, as a consequent AIS) can be useful to inform the client about a detected defect in the associated OCh.

Note 2.4.2

The contribution by WP6, at this stage, is that the physical possibility of exchanging this kind of messages will be ensured. The actual definition of the “hold-off/interworking” protection messages will follow the completion of WP2 activity, and is subject to the clarification about the kind of modifications possible on the IP GigaRouters provided by CISCO for the field trial.

Note 2.4.3
The same general remarks already reported in the note 2.1.3 are valid. 

In the context of information exchange between the client node (IP GigaRouter) and its server optical node (OXC), it can be easier to find some realistic situation to be implemented. For example, it can be envisaged a forced reconfiguration of the switching matrix of an OXC, driven by the IP Router client through either an explicit message or an implicit request. This could be the demonstration of the possibility of an alternative way of configuring a transport node, besides the normal way (driven by the Network Management system) that will be anyway implemented.

From an implementation viewpoint, this would imply some modifications on both the IP Router and the OXC side.

The feasibility of modifications on the IP Router for the field trial is still to be clarified,.

At the OXC side, a possibility to ensure the physical flow of this kind of information has been identified. This is based on a common access by the OXC control system and by the IP GigaRouter on an Ethernet bus. A message-based IP over Ethernet protocol will run over this interface, to possibly support inter-layer signalling. A consequence to be remarked is that this inter-layer signalling will actually take place between the GigaRouter and OXC control systems, physically bypassing the “Digital Wrapper” transponder that will implement the other CNI functions.

2 Physical support for OA&M processes and information flow

The necessary pre-requisite for OA&M implementation is the availability of a physical support for the propagation of OA&M flow on the optical network. Moreover, the capability of monitoring the status of the network (and of the equipment it is composed of) is essential for OA&M processes.

The basic LION specifications define that the OA&M information will be for the major part carried by an Optical Supervisory Channel (OSC), while the implementation of the Digital Wrapper (DW) technique will allow to transport in an optimal way a part of the OCh layer overhead.

2.1 OSC (Optical Supervisory Channel)

The first agreed decision has been to extend the approach of the “Pegaso” OSC solution to the whole LION OTN field trial. This allows to guarantee consistency between the already existing and the new parts of the test-bed. This decision also implies the necessity of integrating the “Pegaso” OSC-Terminations (OSC-T) in the two OXCs.

The OSC in LION will be an out-of-band channel at 1510 nm (the term out-of-band is used here to indicate the optical spectral region outside the 1550 nm amplifying bandwidth of the EDFA optical amplifiers).

In each OSC-T, interfaced to a bi-directional WDM port, the 1510/1550 nm WDM multiplexers/demultiplexers are included.
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The structure of the logical channels carried by OSC is shown in Fig. 1 and then briefly described. 

Fig. 1 – The logical structure of the Optical Supervisory Channel 

The OSC carries a 2.048 Mb/s signal, in a frame composed of thirty-two 64 kb/s Time-Slots (TS).

The TDM logical channels are organized as follows:

· FAS (Frame Alignment Signal)

one TS (TS0)  
– with a 64 kb/s capacity 

· OTS-OH (OTS-OverHead)


two TS (TS 1-2) 
– with a 128 kb/s capacity

· the first time slot is used for OTS-TTI

· the second time slot is used for OTS OA&M messages (FDI and BDI)

· three bits are devoted to three different kinds of OTS-FDI

OTS-FDI-OMU-LOC (Optical Multiplex Unit Loss Of Continuity), i.e., the loss of continuity of the WDM payload (i.e., the 1550 nm bandwidth wavelengths)

OTS-FDI-OSC-LOC (Optical Supervisory Channel - Loss Of Continuity), i.e., the loss of continuity of the 1510 nm OSC

OTS-FDI-OTM-LOC (Optical Transport Module - Loss Of Continuity), i.e., the loss of the overall optical signal (“OMU-LOC” AND “OSC-LOC”)

· one bit for OTS-BDI

· four bits left for further use

This OTS-OH bytes are the practical implementation of the OA&M information reported in the first four rows of Table 4.

· OMS-OH (OMS-OverHead)


two TS (TS 3-4) 

– with a 128 kb/s capacity

· the first time slot is used for an OMS-Indicator

· the second time slot is used for OMS OA&M messages (BDI) and Automatic Protection Switching (APS) protocol

· one bit is used for OMS-BDI

· two bits are used for APS (this is the protocol needed for protection in the “OADM-based ring” part of the field trial)

· five bits are for further use

This OMS-OH bytes are the practical implementation of the overall OMS OA&M information reported in Table 2.

· OCh-OH (OCh-OverHead)



nine TS (TS 5-13) 
- with a 576 kb/s capacity

This channel transports a sub-set of the OCh overhead, for all the channels belonging to the WDM payload associated with the OSC. The actual implementation is thought for a WDM payload composed of a maximum of eight channels (i.e., eight wavelengths). This is a completely acceptable assumption for the field trial. 

It should be recalled that the remaining part of the OCh-OH overhead is transmitted through the channel-associated DW.

· One time slot is used for OCh OA&M messages; more specifically, each bit is used for the OCh-BDI message related to one of the eight optical channels, each one associated to a wavelength of the WDM payload 

· Each of the other eight time slots is used to carry OCh-Identifier and Client Signal Label for one of the eight optical channels

· DCC (Data Communication Channel)

twelve TS (TS 17-28) – with a 768 kb/s capacity

From a conceptual viewpoint, the DCC is considered a part of the OTS layer overhead (see Table 1). Actually, it will transport:

· Management information, i.e., the information flow between a NE Agent and a NE Manager, when not co-located

· Remote alarms, i.e., the information flow between the control system of a low-hierarchy node (where no local NE Agent is loaded – e.g., an OLA node), and a higher-hierarchy node where a NE Agent for the remote node is available – see note 2.1.2. 
Moreover, this DCC is pre-disposed to carry possible additional information in the field trial (e.g., some kind of signalling information, as in note 2.1.3), thanks to the peculiar feature it offers: the capability of transporting several different types of OA&M information, under the form of IP messages. This is possible because each OSC-T is supplied with a service IP router, i.e., a “DCN router” to which the DCC is interfaced (a scheme of the OSC-T structure is reported in  Fig. 2). The DCN router is then interfaced to the local control system. 

Thus, the implementation of an additional feature will require a software upgrade in the peer control systems which need to communicate – while the communication channel is already pre-disposed.

In other words, the OSC acts as a physical support for two distinct control/supervision networks, i.e., a TDM based supervision network carrying fixed bit-rate overhead channels (OTS-OH, OMS-OH, OCh-OH) and an IP-based DCN. 

The decision of possibly exploiting the IP-based DCN for the implementation of additional functionalities in the field trial has been taken, owing to its better flexibility. 
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Fig. 2 – Scheme of the OSC-T structure

· The remaining six TS (TS 14-16 and TS 29-31), corresponding to a free capacity of 384 kb/s, are left for further use (FFU)

CSELT is the source of the reported information. More detailed descriptions are available, e.g., [7].

2.2 Channel associated overhead

2.2.1 Pilot Tones

Pilot tones were used in the “Pegaso” trial to transport a limited sub-set of OCh overhead. This feature will remain in LION, only in the OADM-based ring part of the field trial. No advanced experiments will rely on pilot tones, that are no longer considered as a future-proof perspective.
2.2.2 Digital Wrapper

Detailed specifications about Digital Wrapper implementation is in progress in the context of WP7 activity. Here, only the main decisions taken up to now, relevant for OA&M, are summarized:

· the Digital Wrapper (DW) technique will be implemented, since it is recognized as one of the major milestones towards the deployment of a client-independent OTN. In LION, the DW implementation is possible thanks to the development of NNI (between the ring and the mesh sections of the OTN) and CNI (between optical nodes and client nodes) including 3R-Regeneration and full OCh Termination functions. 

· the Digital Wrapper will be used to transport a sub-set of OA&M information, more specifically, a part of the Optical Channel layer overhead. In spite of the DW implementation, it is anyway opportune the availability of a channel, within the OSC, to carry the other part of OCh overhead (see the previous section 3.1).

· A high-level specification concerning a proper division of OCh overhead between OSC and DW is summarized in the following table (mirroring the column “Notes” of Table 3).

	OCh-OH information
	Carried by

	Channel Identifier / TTI
	OSC

	FDI, BDI
	DW (BDI also in OSC)

	Client Signal Label / PTI
	OSC

	UNEQ
	f.f.s.

	Subnetwork / tandem connection supervision
	DW

	BQI

OA&M messages associated with performance monitoring
	DW 


Table 6 - Partition of OCh-OH info between OSC and DW

EDITORIAL NOTE: in sight of the deliverable D5 (end of August) the addition of a contribution by WP7, devoted to a more detailed Digital Wrapper specification, seems opportune. This could be a way to present the DW specification activity in an official document (not otherwise foreseen at this stage for WP7).
2.3 Capability of detection of physical defects

In the following table, a preliminary list of the physical defects to be detected as a basis for OA&M processes is reported. The results are needed by equipment providers, to know the features required to the different types of nodes. A first basis for the compilation of Table 7 has been the experience of a previous research project (DEMON – see [8], chapter 3). 

The logical dependence between physical defects and OA&M specific messages is not reported. This will be the matter for the next WP6 activity, aiming at a detailed OA&M specifications.

	Defect
	Meaning
	at CNI
	at 3R-NNI
	at transparent OCh CTP
	at WDM ports

	OTS-LOS 


	Loss of continuity of WDM payload & OSC – i.e., loss of the overall optical power
	X
	X
	X
	X

	OTS-LOP 


	loss of continuity of WDM optical payload – i.e., loss of the WDM payload optical power
	X
	X
	X
	X

	OTS-LOSC


	loss of continuity of OSC –                          i.e., loss of the OSC optical power
	X
	X
	X
	X

	OCh-LOC 


	loss of continuity of OCh –   i.e., loss of optical power related to a single OCh
	X
	X
	X
	

	OCh-DEG 
	degrad. of OCh perform. – digital detection   
	X
	X
	
	

	OCh-TIM 
	Trail Trace Identifier Mismatch
	X
	X
	
	

	OCh-PLM
	PayLoad Mismatch
	X
	X
	X
	

	OCh-LOF
	Loss Of Frame  - digital detection
	X
	X
	
	

	CS-LOC
	Loss Of Cont. of Client Signal – dig. detect.
	X
	
	
	

	CS-LOF
	Loss Of Frame of Client Signal -dig. detect.  (see note 3.3.2)
	X
	
	
	


Table 7 – List of physical defects to be detected

For each kind of physical defect, the points where detection is required are highlighted: these can be a CNI, a NNI, a transparent OCh connection point (e.g., before or after the optical matrix in the OXC), or a WDM port (at OXC, OADM and OLA nodes).

The assumption of avoiding OCh sub-layering is implicitly considered.

The important topic of defining timing constraints for defect detection is still open, for further study.

Note 3.3.1

The topic dealt with in this section is strictly related to Performance Monitoring issues. The following approach has been adopted.
· A basic performance monitoring (mainly, on the optical power) will be ensured at OTS and OMS layers. This will enable effective defect detection. On the contrary, a more detailed performance monitoring will not be done at OTS and OMS level because:

· not all the optical nodes in the trial include instruments for the optical frequency measure

· the Digital Wrapper technique will be implemented in LION, so that performance monitoring issues will be effectively faced at the OCh layer. 

As a consequence, OTS-DEG and OMS-DEG defects are not considered in Table 7, nor anomalies related to channel frequency deviations.

· Advanced performance monitoring (and Signal Quality Supervision) will be ensured at the OCh layer. Besides the optical power monitoring (anyway foreseen), the Digital Wrapper will allow a “digital” performance monitoring. Accordingly, OCh-DEG and OCh-LOF defects are considered in Table 7. Optical measures of crosstalk and OSNR are not taken into account, because they are complex to be implemented and provide a poorer degree of information with respect to DW-based monitoring.  

Note 3.3.2

The monitoring of client signal frame will be ensured by examining the Regenerator Section of the client signal. This can be done because the actual client signals will be SDH or “SDH-like” (POS).

3 Assignment of OA&M functionalities to control entities

The implementation of OA&M features is strictly related to the control architecture and functionality of the optical nodes. 

A complete description of the node control systems is out of the scope of this document. However, the basic agreed decisions between WP6 and WP7, up to now, are summarized.

· The “lower level” sub-system controllers are responsible for the detection of primary defects – this category includes the controllers of optical node sub-systems (Optical Amplifiers, Optical Attenuators and Power Equalizers, Optical Switch Matrix) as well as the transponder Controllers (implementing also Digital Wrapper - at CNI and NNI) and the OSC Termination Controller
· At a “Node Control” level, the information from lower level controllers is collected and the necessary correlations to generate OA&M information and drive OA&M processes are perform. This includes the logical functions of OTS, OMS and OCh OverHead Terminations. In the field trial, this functions will be implemented in two diverse manners:
· in the SICN OXC, the task will be accomplished by a dedicated controller (defined “OA&M Controller”), available in addition to the System Controller (“SSC”); in this case, a proper interface is necessary between the SSC and the OA&M-Controller, implemented as a message based protocol on a physical RS-232  
· in the CSELT OXC and OADM, the functionality is realized through a set of software processes running on the Node Controller (NC) itself 
In order to act as OTS-OH-T and OMS-OH-T, the processor acting as “OA&M Controller” is interfaced to the OSC-T (which performs the ”physical” termination of the OSC and the extraction of the TDM slots related to OTS-OH and OMS-OH).  

In order to act as OCh-OH-T, the processor acting as “OA&M Controller” is interfaced to both the OSC-T (which performs the ”physical” termination of the OSC and the extraction of the TDM slots related to OCh-OH) and the controller of the transponder implementing DW.
· At an “Agent” level a PC is used to implement the NE Agent, in each of the optical nodes (with the exception of the OLA node). The NC and the SSC (in the CSELT and SICN nodes, respectively) are interfaced to this “Agent PC”. The NC and the SSC will have the further task of taking care of the interrelationships between OA&M and NE Management systems, by properly filtering the OA&M information (see chapter 5)
· As far as OA&M interworking between layers is concerned, an interface between the Client Node and the Optical Node is foreseen. For this task, it has been decided to by-pass the “lower level” CNI/DW controller, and to implement an IP over Ethernet interface (with a message based protocol) between the control system of the client node (i.e., IP GigaRouter) and the control system of the optical node (see section 2.4, note 2.4.3).
In the OXC and OADM by CSELT the same PC where the NE Agent runs is also used for this purpose (it will be enhanced with the proper interface and the necessary software processes).

In the OXC by SICN, it will be the SSC, properly upgraded, to provide the same function.

A simplified view of the two different node control architectures (as far as relevant for OA&M) is shown in the following figures. 

Editorial note: the acronym “PLC” stands in this case for “Power Level Controller”, i.e., the optical sub-systems based on Optical Variable Attenuators, performing optical channel power monitoring and equalization.
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Fig. 3 – Scheme of the control architecture aspects relevant for OA&M – (SICN OXC) 

Fig. 4 - Scheme of the control architecture aspects relevant for OA&M – (CSELT OXC)

4 Preliminary definition of OA&M role for protection/restoration 

The detailed definition of protection/restoration procedures is out of the scope of this milestone. It will be possible after capturing results from WP2.

What should be done here is to agree some boundaries, from the OA&M viewpoint, to the features that could be realistically implemented.

Some significant protection schemes have been considered in a preliminary investigation. The following approach is proposed:

· an OCh end-to-end fast restoration (through meshes and rings) will not be implemented, being unrealistic for the field trial

· an OCh 1+1 end-to-end protection will be possible, by duplicating the transmitted channel and  taking decisions at the receiver side – but in this case an OA&M messaging will not be involved 

· an OCh end-to-end slow restoration (e.g., for clients transporting non real time services) is not excluded in principle; it is still to be discussed whether this should involve the Management System or it should be triggered by the client (e.g., IP) through the mediation of OA&M signalling

· OMS ring protection schemes will be implemented in the ring-structured part of the field trial (inherited by the existing “Pegaso” test-bed): OA&M is involved, in this case, in that an APS protocol will be active for this purpose (see table 2).

EDITORIAL NOTE: in sight of deliverable D5, the addition of a brief description of the APS protocol would be opportune
· an OMS 1+1 linear protection will be in principle possible, in the meshed part of the trial, by upgrading the OXCs  (e.g., by simulating protection through fast switching of the whole OTS signal in the unused third output fibre of the OXC) – OA&M would be indirectly involved, in that OA&M messages or detected defects might be the triggering information for the OTS protection. It is still to be discussed whether this kind of experiment will be significant or not, in the perspective of the LION objectives

· about the interworking between protection procedures of different layers, the basic step will be a simple test of simultaneous coexistence of different protection mechanisms in the OTN (e.g., OMS 1+1) and in the IP (e.g., OSPF based, MPLS-based) layers; 

a second step could be the implementation of some hold-off mechanisms, based on the flow of simple OA&M messages through CNI

EDITORIAL NOTE: in sight of the final document, a short contribution about the protection schemes available in GSR Routers (OSPF, MPLS-related, DPT, …) would be opportune, together with a first investigation about the feasibility of realizing hold-off of the IP protection by a proper messaging from OTN.

Relationship between the OA&M and Management systems

The task of this chapter is to identify the reciprocal influence between OA&M and Management specifications. 

This work is still in progress. The first investigations suggest the following approach.

· The Management and OA&M systems must act in a complementary and consistent way. However, it is a good policy to reduce to a minimum the direct interactions, to avoid functional duplications and to minimize complexity. One of the basic tasks of OA&M is just to filter secondary alarm messages, to avoid huge (and useless) cascade of notifications to the Management system  

· No direct requirement for the Management system specification arises from OA&M definition

· The definition of communication alarms necessary to the Management system implies to identify a set of physical defects that must be detected by the node equipment. However, this should not be considered as an information flow between OA&M and Management. More precisely, the detected physical anomalies can be considered as a common root for both OA&M and Management processes, which can be in principle independent. For example, a loss of the optical power of a transit channel in the OXC is used by OA&M as a root for an OCh-FDI message; by the NE Agent as a cause to generate a “Loss of Signal” communication alarm to the Manager, e.g., associated to a OCh_CTP_sink.  

Actually, the requirements imposed by OA&M and Management are very similar. As an early specification, the list of detected defects imposed by OA&M (reported in Table 7) can be considered representative also for the Management requirements.

· In addition to the communication alarms related to primary defects, it can be useful for the NE Manager to be explicitly informed about maintenance messages flowing in the network, and received at a particular termination or connection point. This can be opportune, for example: 
· if the “filtering” of “secondary” alarms is more efficiently done at Network Element Manager level rather than at Agent level (ref. to the MOON experience) 

· if it is easier for the Manager’s operation to receive notifications directly deriving from some OA&M messages

· if the Agents reveal lacks in producing specific notifications about status of equipment/ systems, and Maintenance messages can easily provide an equivalent information

Since maintenance messages are generated by OA&M, this can be considered as a requirement on the OA&M system by the Management system, strictly speaking. From the preliminary specification of Management system communication alarms [9] it can be deduced that the following received maintenance messages belong to the foreseen list: 

· OCh-FDI

· OCh-BDI

· OTS-FDI

· OTS-BDI

The necessity of sending this explicit information by the node control to the NE Agent will be  therefore ensured. It is still to be discussed whether it is opportune to filter secondary alarms at NE Agent rather than at Node Control level

· In the case the OA&M will be charged of the task of triggering protection procedures, it will be asked to inform the Management system. It is still to be decided whether this would require the definition of an explicit notification or it will be sufficient to forward to the Manager the OA&M messages related to the protection procedure
· Finally, a very important topic is related to the interworking between layers. This is faced:
· at Management level by achieving interoperability between different Network managers (concept of umbrella management)
· at OA&M level by allowing a signalling between the IP and the OTN Network Elements through CNI
· the two previous approaches are in principle independent. It is still to be investigated which kind of impact is to be expected about the OA&M/Management interrelationship. For example, will it be necessary to explicitly inform the Manager about the OA&M signalling flowing through CNI? More generally, how to ensure consistency between traditional Network Management and client-driven dynamic connection set-up? This topics are just mentioned here, to stimulate discussions. These will be important items for the future theoretical studies.  
From a practical viewpoint, it has been stated in chapter 2 that a limited set of functions related to connection set-up will be implemented in the field trial, e.g., at most, a client-driven local re-configuration of the OXC, basic on static routing tables. The consequence which is drawn here is that any of these actions (not yet specified in detail) must be explicitly notified to the Manager.







