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ABSTRACT

This document contains the first draft of G.ason produced during the Kyoto SG-13 meeting. The basis of the draft are contributions D.1016 (USA) and D.993 (BT).

1. Scope

Editors Note: This text is working text developed during the Kyoto meeting based on D.993 (BT) and D.1016 (USA). Sections of text are under study. Further contributions to the document are requested to progress this work. 

This Recommendation describes the control and management architecture for an automatic  switched optical transport network. The architecture describes the major components of the architecture, the control plane of the user network interface and network node interfaces and requirements for signalling times. The architecture recognises that the optical transport network is capable of supporting multiple clients and enforces separacy of control from client networks.

2. References

[Editors Note: reference to Delayed contributions will need to be removed and appropriate text from the references inserted into the body of the document.]

1. ITU-T COM 15-D.558, Dial-up connections in the OTN, BT (June/July 1999).

2. ITU-T COM15-D494, A contribution to maintenance philosophy for the OTN, Lucent Technologies (June 1999)

3. Terms and Definitions

4. Abbreviations

5.
Introduction

It is becoming increasingly recognised that automation of the OCh layer network is both practical and useful. Indeed a recent contribution[1] proposes that consideration be given to the use of signalling protocols to set up OCh connections in real time. This suggestion generated sufficient interest to be included in the proposed work program for the next Study Period. (ITU-T SG15 has included a work item to study the real time set up of OCh connections in current questions Q.13 & Q.14).

There is clearly a benefit from automatic switching of optical channels, in particular, there is a clear opportunity to create a global switched optical network.  There are a number of value added capabilities proposed for such a capability:

· Reactive traffic engineering. This is a prime attribute and allows the network resources to be dynamically allocated to routes

· Restoration and recovery.  These attributes can maintain graduated preservation of service in the presence of network degradation.

· Linking optical network resources to data traffic patterns automatically will result in a highly responsive and cost effective transport network.

In order to achieve automatic OCh level switching, which we consider as automation of the OTN, a certain degree of global standardisation is required.

5.1
General Requirements

The following requirements are proposed for specifying Automatic Switched Optical Networks:

(a) The signaling and connection methods required to support ASON needs are for further study. This study should consider protocols in existing public networks (e.g. CCS7, PNNI, OSPF, MPLS) first. Mechanisms are needed for routing protocols (e.g. OSPF, IS-IS, RIP static routing, RSVP, etc.).

(b) The switched connection network addressing and numbering scheme shallsupport the creation of  a global Automatic Switched Optical NetworkThe addressing scheme shall apply to layer 1 channel connections and shall be disjoint from upper layer addresses.

(c) A controlling infrastructure should be defined. Figure 1 illustrates the logical architecture for the ASON. The control system will be aware of the connectivity needs. It will provide the connection set-up, maintenance, and tear-down functions according to algorithmic determination of the available network resources. In particular

·  network topology discovery is necessary in order for ASON to select connection routes automatically. The mechanism should include the topology attributes (such as, but not limited to, bandwidth, wavelength, fiber, …) and the control mechanisms in order to exchange these attributes. 

· End-to-end connection protection/restoration control mechanism 

ASON has the intelligence and should support end-to-end protection

· Layered connection control 
An ASON consists of multiple layers and partitions, such as

· OCh layer

· fibre layer

· conduit layer, which is a bundle of fibres

· domain/sub-network layer

· network layer, which consists of domains/sub-networks

The multiple layer network topology/routing hierarchy is useful and necessary for connection control. For example, the knowledge of the conduit layer and it physical route will allow for the diverse routing.

· Procedure of user dial-up requests and process

This may include the process of the Service Level Agreement (SLA) requirements

(d) The following are examples of interfaces to be specified (see Figure 1):

(1) The interface between the network elements and users such as the router, ATM switch. This is the User-Network Interface (UNI) as shown in figure 1.  In general these can be considered client to network interface issues.  In this context there are a number of parameters of interest in order to design an automatic switched network:

· Connection set-up request rate per customer end point, which is needed in order to dimension the control network,

· Connection requests parameters

· Address scheme for OCh end points

· Naming schemes for OCh clients

· Scheme for specifying protection needs in connection requests

· Security parameters

· Response time

· time to convey the request between client and network

2) The interface between network elements within the optical network. This is the ASON Node-Node Interface (NNI) as shown in figure 1. Internal OTN connection set up issues may include:

· Signalling and Routing

Any automatic network needs a signalling protocol to carry connection set up requests between subnetworks and perhaps network elements. The choice of signalling protocol needs to be studied as does the choice of fully distributed signalling applications running on network elements, or a more centralised approach involving signalling applications running on operations systems. Signalling protocols may be needed in different flavours to support inter as well as intra domain signalling.

· In addition the Automatic network needs a means to allow the signalling applications to select a route for the particular connection being set-up. This may involve a routing information exchange protocol and it may be necessary to provide such a protocol for inter as well as intra domain application.

· Means will be needed to provide an initial view of the topology available for route selection.

· Response times 

· time for network to respond to set-up request

· time for network to respond to tear down request

· Communications

· Appropriate communications channels to carry the signalling and routing protocols need to be studied

· Security

· Means are needed to ensure the security of at least any inter domain communications

3) The interface between the control plane and network elements. This is the Connection Control Interface (CCI) as shown in figure 1. The control plane should make the entire control network a centralised control implemented in a distributed fashion. For Example, a centralized control function may require access to distributed data bases.

4) ASON Inter_Domain Node-Node Interface (IrDI_NNI) to be added for specification (see Figure 1). The ASON inter domain node to node interface is the interface between ASON control planes in different administration domains. The reason for this interface is that the standardisation of this interface is seen important and necessary to allow an ASON to be partitioned into multiple ASON sub-networks; each ASON sub-network will be managed independently while still be able to set up end-to-end connections across multiple administration domains (ASON sub-networks). This context of this interface is ffs. Note at an IrDI, static routing may be needed.

5) The ASON NMI is the interface that exists between the ASON network and a network management. This interface allows the ASON to support network management functions.  (Editorial Note: The NMI interface is to be drawn on figure one as an interface between the OCC and a network management system. )

(d) An addressing/signaling scheme should to be defined between the “user” (i.e. router, ATM switch, etc.) and the control plane (through the ASON edge element). 

(e) ASON should apply to Optical Channels and be client independent.
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Figure 1 Logical view of Automatic Switched Optical Network (ASON) architecture

Figure 1 notes[editor]: 

1.The figure will be changed to specifically indicate that the NNI of the client and signalling are separate. The NNI for signalling will now be UNIcontrol, (User Network Interface) and the NNI for the client will be the UNIdata. Further, the NNI will be named UNI (User Network Interface). 

2. The ASON NMI interface is to be added between an OCC and a Management system. 

3. Refer to Figure 1 of D.1016.

5.2 Potential scale of the OTN

When designing an automated Optical Channel layer network it is important to understand the potential size of the network as this affects many aspects of network design.  As we look at existing networks there is an obvious trend. Capacity that was considered to be core capacity migrates towards the edge in the sense that previous transport connections become end user service connections. As this happens, the scale (number of end points) increases rapidly.

This being the case it seems useful to assume that the OTN will rapidly grow out of its current role of transport capacity and into a role of providing end to end connections. As end user need for capacity increases and as capacity costs continue to drop we can expect the OTN to grow into providing ubiquitous connectivity much as today’s networks do.

We can therefore expect the OTN to grow to be a network of many millions of end points and many thousands of switches, and support for this scale of network should be taken as the design goal of the Automatic optical network.

This scale implies some requirements. It is clear that a network of very many end points and very many switches cannot be organised as a single flat network, and will imply some partitioning into subnetworks and links between them. Today’s networks apply partitioning recursively, so each subnetwork is linked to one or more other subnetworks. The limit of this recursion is when the subnetwork is whole contained within a switching equipment. Protocols dealing with topology discovery and routing must therefore handle multiple links at both the equipment and subnetwork level.

5.3 Client view of OTN topology

There is a view that there is a service advantage in allowing an OTN client full visibility into the internal topology of the OTN. This section will discuss why this coupling confers no obvious advantage and should be avoided.

A proposal has been made in the IETF to use Internet developed protocols to accomplish the functions needed to automate the OTN. These functions are protocols to discover relevant topology in the OCh layer, protocols to disseminate some or all of this topology information to the switch elements comprising the OTN, and protocols to carry call setup and restoration control among the switches. It was further suggested that protocols providing some of these functions are already running in the IP client layer so it is obvious that the OTN can be automated by merely revealing its topology to the client layer routing protocols.

Due to the fundamentally different nature of an Optical Channel Circuit and a label Switched Path, there is some doubt whether that proposal can actually be made to work at all. However this discussion limits itself to whether such visibility of server topology can confer any service advantage to the client. It is clear that there can only be a service advantage when the desired service needs very client specific knowledge in order to compute an acceptable connection, or set of connections. In general this is never necessary as it is more natural interface design to pass any client specific needs into the server. It is neither usual nor necessary to pass server details out to the client.

Examples have been proposed that should a client require scheduled service the client needs to know that resources will be available at the required time. A second suggestion is that should the client desire a connection that is disjoint with a prior connection, then knowledge of server topology is required. While it is true that these needs require careful service interface design, there is no client specific knowledge needed in order to compute connections satisfying the needs. Both of these examples can be met by passing the necessary information into the server. In fact there is already an ITU standard for connection setup and scheduled connection setup interfaces in the G.85x series.

Are there any disadvantages in exposing the client topology? The most obvious disadvantage is that using the routing infrastructure of the client to control the OTN effectively makes the OTN a single client network. Other contributions [reference] have stressed that the OTN is NOT a single client network. A second obvious disadvantage is that the inner detail of a server network is the intellectual property of that network owner, and should not be shared with a client.

We conclude that there is no service advantage in providing client visibility of OTN topology and that there are serious disadvantages to the OTN operator. The ASON must therefore be designed as an independent network, and particular attention must be paid to its connection service definition so that future services can be supported. From this we can derive the following requirements for the connection set up interface. Connection setup must support the request for setting up one or more connections with specified constraint relationships among them in a single request. The connection setup request should allow the requester to specify a time for request activation that is in the future. These two requirements provide for disjoint paths via constraints and for scheduled services via future time. These parameters could be supported by the current ITU-T recommendations as connection setup specifies a variable quality of service data field intended to be used for new service definition.

5.4 Additional aspects

The previous section has discussed  topology of the OTN, and in doing so has raised the issue of path disjointness as a connection set up constraint. In order to model disjoint paths, it is necessary to model links between switches which are disjoint, and to reflect those links distinctly in internal topology representations. This leads to a requirement that topology discovery and routing protocols must handle multiple links between the same pair of nodes.

In order to allow for optimum path selection of disjoint paths, it seems necessary to compute both paths as a single operation. If this is not done it is possible to select the shortest path and find the only disjoint path is very much longer. This suggests that the connection setup interface should allow for the request of one or more connections in a single operation.

Current automatic circuit switched networks perform traffic management in the sense that the offered call load is spread over the available resources. In the POTS network this seems to be accomplished by managing alternate capacity between nodes and selecting the capacity such that the traffic load on each link is equalised. In order to accomplish this in the ASON, topology dissemination must include sufficient information to enable traffic to be balanced over the available links in the network. In order to allow traffic balancing, this parameter should indicate the percentage loading on the link

6.
Some architectural considerations

Earlier sections have given some suggestions about general requirements and potential scale of the ASON. This section explores some architectural considerations derived from those requirements.

6.1 Canonical Model for ASON

Figure 1 gave a view of the architecture of the ASON in terms of switches. This section explains that figure in terms of a G.805 functional architecture. Any layer network may be modelled as a set of subnetworks interconnected by links. The subnetworks may be fully or sparsely interconnected and there may be multiple links between the same pair of subnetworks for the purposes of modelling differences which are significant for routing decisions to be made. One example of this is geographic diversity for the purposes of routing protection or restoration capacity. Subnetworks can be further partitioned until the smallest subnetworks are enclosed within a switching element. Within a link is a set of link connections which provide the physical transport between the subnetworks. In the functional model a subnetwork is represented by a connection function.

The canonical model of the ASON is therefore a set of connection functions (the switches of Figure 1) interconnected by links. Because connection functions and links are two are different topological components, it is clear that control of the connection functions is logically separated from any control of the links. It therefore seems reasonable to make no use of the inner structure of links in the design of ASON.
These connections functions are controlled by connection performers (the OCC of Figure 1), as modelled in the G.85x series of recommendations, and these connection performers co-operate to enable routing to be performed. There is therefore a need for a communications network between the connection performers (or between the physical switches)

6.2 Maintenance in the OTN and its implications for ASON.

Contributions made earlier on OTN maintenance[2] have made it clear that the OTN should not require the addition of regeneration functions at points other than those required for transmission impairment mitigation and that detailed monitoring of the OCh should be restricted to admin domain boundaries and other points depending on operator policy. The OTN can therefore be considered to be a series of connections between OCh monitoring points and the distance between monitoring points is expected to increase as the need for regeneration reduces.

For the ASON this implies that the connection functions cannot assume access to OCH overhead everywhere that it might be convenient, so the ASON should be designed without any need to access OCh overhead. If this is not done, it becomes impossible to remove the functions needed to access that overhead even when the original need for regeneration no longer exists. This implies that any information needed by the ASON control system should be derived by direct observation of the link connections.

We can also come to this conclusion by observing that links are sets of link connections and that there is no 1:1 relation between links and servers. Observing the OMS or fibre topology does not allow us to infer links, so there is little need for the observation.

ASON should therefore be designed without any dependence on OCH overhead being available to a connection performer.
6.3 OCh link connection discovery

A critical part of automating the network layer must be the automatic discovery of the layer connectivity, or at a very minimum, the automatic verification of provisioned data. We have discussed why ASON should not rely on any access to OCh overhead and why the observation of OMS or fibre structure does not infer links. (The exact mechanism to be used for automatic connectivity discovery (or verification) is for further study.)

6.4 Signalling network dependencies

Just as earlier contributions stress that the OTN should not rely on a particular client, it is important to prevent an automatic OTN from depending on a single transport technology to provide its signalling network. There is a tendency to consider network management flows to be carried on some transport layer DCC. In the SDH network this has led to trouble as the capacity of the DCC depends not on the element but on the size of the network the element is installed in, and this has led to management information scaling problems.

It seems useful to avoid these scaling problems in the OTN by limiting embedded communications channels to information needed to manage the topological entity associated with the embedded channel. This is particularly important in the case of signalling channels needed to carry control information between the switches which comprise the ASON. The topological entity that interconnects switches is the link, a set of link connections, and a link does not have a particular relationship with any underlying servers. A link can consist of multiple optical multiplex sections, a part of an OMS or any set of optical channels. In this case it makes sense to provide a single signalling channel for the link.

At the very edge of the network signalling is also needed from the network client and it is clear that there may be various more cost effective solutions to providing the required signalling capacity, which is clearly less capacity needed than between core network switches.

This leads to the conclusion that there will not be a single signalling channel that meets the needs of every part of the network, and the signalling network for ASON should therefore be able make use of any appropriate technology to carry its signalling.

6.5 Signalling network transport

We have discussed the need for the ASON to avoid any dependency on the particular signalling network transport and have suggested that the best choice depends on which part of the network is being dealt with. It seems that the signalling transport that is chosen should be associated with the correct topological component. As subnetworks are interconnected by links, signalling should be associated with the link. Especially in the core network, links will be comprised of more than one OMS, fibre or cable. It seems reasonable to suggest that in this part of the network signalling may be carried by an OCh. If we consider existing networks, we see that signalling is carried by client network capacity, not by server network embedded communications. For example, POTS SS7 uses about 3% capacity (1 time slot of 32), ATM uses about 5% capacity for OAM cell streams, so using a client channel seems very reasonable. Another observation is that in existing networks, associated signalling (e.g. dialling) is converted to fast shared channel signalling at the earliest opportunity. It seems reasonable to assume that the same will apply to ASON too, and ASON should be designed around shared common channel signalling.

We should also notice that there are two aspects to dimensioning the signalling network. These dimensions are signalling network availability and signalling network latency. Availability only requires that any node is connected to at least two other nodes, while latency prefers that the nodes are fully interconnected. ASON should not make any assumptions about the physical topology of the signalling network, leaving those decisions to network operator policy regarding availability and latency.

6.6 Management capabilities

The optical transport network shall be capable of supporting the following types of optical channel connection

· A permanent optical channel set up from the network management system by means of network management protocols. This normally requires access to a database model of the network topology to first establish the most suitable route and then to send commands to the network elements that support the connection.

· A soft permanent optical channel set up from the management system, which uses network generated signalling and routing protocols to establish connections. Such circuits can be automatically routed around network failures. The establishment of such connections is dependent upon the definition of an NNI. This type of connection cannot be set up by a user and has no defined UNI.

· A switched optical channel which can be set up by the customer on demand using signalling and routing protocols. Such connections require network naming and addressing schemes and UNI/NNI protocols.

An optical transport may support one or more of the above types of connection at any time and in evolutionary terms the types of connection offered will initially be permanent optical channels with migration over time toward switched optical channels. As such the intent is to reuse features that are common to more than one type of connection, thereby minimising the impact on the existing network and to operational procedures and systems. In particular the management requirements described in this document apply to all three types of connection.

6.6.1 Categories of management capability

Management capabilities fall broadly into three categories from the viewpoint of standards support. These are:

1. Those capabilities which must be standardised to allow automated interaction between the managed networks of different network operators.

2. Those capabilities which should be standardised to simplify operations within the domain of a single operator who must obtain equipment from different vendors.

3. Those capabilities which may be defined within a single management domain to optimise operations within that domain.

6.6.2 Management Processes for the OTN

This section describes specific management capabilities and processes for the optical transport network:

1. The capability to set up an optical channel between any client access points, across any domain and across any network operator boundaries.  The client will generally be another layer, but may, in the case of a leased line be an end user. The optical channel may be:

· a point-to-point optical channel; or

· a branch of a point-to-multipoint connection; or

· a part of an asymmetrical connection in the optical channel layer network.

The optical channel may be a full time connection or a part time connection. This capability will have to operate to financial and time-to-deliver constraints and also be intelligent enough to ensure that it does not disrupt temporary usages of subsections such as restoration connections or even testing activities.  The need for a competitive supply arrangement is left for further study.

1. The capability to set up an optical channel will require access to:

· remote activity monitoring features; and

· inventory control facilities.

2. The capability to maintain the optical channels to a level of performance as agreed in the contract for the supply of the network service.

3. The capability to continuously monitor and record the performance of the allocated optical channels;

· For acceptance testing; and

· While in service to validate compliance to commitment of the required performance level.

4. On a point-to-multipoint network, the capability to identify individual branches which are failing to meet their performance limits.

5. Restoration actions must be activated, if a transgression of the performance limit is detected.

6. The management system will require the capability to communicate securely with an external network operator or special domain management system to inform them that there is a problem.

7. The capability will be provided for simple remote maintenance of the fabric of the network including the identification and location of faulty equipment within an operator domain and at operator domain boundaries.

8. The capability will be provided to perform directly the simple remote maintenance action of individual network elements.

9. The capability to generate resource utilisation information to provide input to the billing process both within and between administrative domains. The information will also assist with the:

· Planning of routes; and 

· Inventory control

10. The capability to support ancillary management functions as identified as being appropriate to OTN network management.

6.6.3 OTN trail management functions

Within an OTN administrative layer network, the primary management functions are to set up, validate and monitor trails and protect or restore them if necessary. These management functions may be implemented by different subnetworks or in a network controlled by different operators. However, the following requirements ensure that these management functions work successfully in the inter-operator environment.

6.6.3.1 Trail set-up

ffs

6.6.3.2 General optical channel set-up control structure

ffs

6.6.3.3 Intra-Domain Optical Channel set-up

ffs

6.6.3.4 Inter-Domain Optical channel set-up

ffs

6.6.3.5 Section set-up
Section set-up is likely to require human action on fibre distribution frames. The data base required for this is not directly associated with the frame as the frame has no management interface. For this reason, there is no restriction on the location of any system controlling the section set-up.

OTN trail validation

When the optical channel has been set-up, it should be validated that the correct access points have been connected. For every OTN administrative layer, the access point identifier should be sent in the allocated path identifier in the OCh.

When the optical channel or section is bidirectional, the validation should be done in both directions of transmission.
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