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WP1 – Task 2: Network Requirements – Products, Technologies

Item: WDM (IP over WDM)

1. WDM

Introduction

While dealing with WDM, a particular viewpoint has been chosen: how can WDM be the server layer of the emerging IP-based data-centric packet-switched network? 

This viewpoint, allowing on one hand to describe the main advances of the WDM technology and its expected future developments, is consistent with the perspective assumed by major manufacturers (and network operators), who recognize that the IP network (and the IP Giga/TeraRouters at Network Element level) will be the main client for the emerging optical network. This perspective takes into account the stronger driving forces for the WDM, and more generally OTN, evolution.

This approach is also compatible with the profile given to the network requirement studies in LION WP1.

The considered scenario can be roughly described as follows: WDM already is and will be a “server” layer for the emerging data-centric network, mainly based on the IP technology. The “basic service” offered by WDM varies from the very high-capacity transmission infrastructure (which WDM already offers) to the functions of a complete transport network (through the ongoing evolution towards an OTN).

“IP over WDM” (as transmission support) and “IP over OTN” (as a transport network) are therefore the two major chapters in this contribution.

An introductory chapter, including an overview of the current mapping solutions from the IP protocol down to the physical transmission medium, is proposed, in order to highlight where and when the WDM technology is absolutely necessary and/or highly desired.

A final chapter deals with the addition of “routing intelligence” to the OTN, and the consequent linking of IP and OTN intelligence, towards integrated solutions. 

For each chapter, the main different existing and emerging solutions will be mentioned, focusing on the advantages, disadvantages and requirements related to each of them. A brief overview of the main products – by different manufacturers - will be included too.

1.1 Overview of IP Mapping solutions

· Classical mapping:


IP/ ATM/ SDH/ fibre 
· Simplified mappings

· Simplified layer 2:

IP/ PPP-HDLC/ SDH/ fibre (Packet over SONET)





IP/ GbE / SDH / fibre
(Ethernet over SONET)






IP/ SDL/ SDH/ fibre
(SDL)






IP/ LAPS / SDH / fibre
(ref. X.ipos)






IP/ MAPOS / SDH / fibre
(Packet over Lightwave)

· Simplified layer 2:

IP/ ATM (cell-based)/ fibre 
· “Intelligent” mappings

IP/ MPLS (with ATM switches)/ SDH/ fibre




IP/ GbE (with GbE switches)/ SDH/ fibre





IP/ DPT/ (SDH frame)/ fibre





IP/ DTM/ (SDH frame)/ fibre

1.1.1 
The “Classical Telecom Mapping” 
The classical telecom mapping IP/ ATM/ SDH/ Fibre is 
· a viable option for the Internet worldwide extension 
· allowing the extension of IP protocol beyond the native LAN/Ethernet environment

· exploiting the existing and effective networks – SDH at layer 1 and ATM at layer 2 - each one optimized to provide the functions of its layer 
· an effective solution in the present scenario, where
· IP is just one of the clients of the transport network (voice-centric scenario)

· IP router interfaces (required capacity of links between routers are not yet “very big pipes“ (< 622 Mb/s)

In this scenario, IP packets are segmented into ATM cells, assigned different Virtual Connections (switched through ATM core switches) packed into an SDH frame, according to the SDH multiplexing hierarchy, and transported through the SDH transport network. ATM provides variable granularity by the Permanent Virtual Channels using the ATM management system or by Switched Virtual Channels (SVC) dynamically set-up, all within Virtual Paths (VP). It can also use statistical multiplexing to allow certain users to access extra bandwidth for short bursts. This can help to guarantee a fixed and arbitrary bandwidth from less than 1Mb/s to several hundred Mb/s to many different customers. In addition the fine granularity can enable IP routers to be connected into a logical mesh easily, thus minimising delays from intermediate routers.
Several critical issues can be however identified if this solution is applied to the emerging network requirements: 
· Entire networks are necessary at each layer

· Difficult end-to-end provisioning

· High global cost


· Possible multiple bottlenecks

· Partial overlapping of functions (e.g., protection, management functions)

· Heavy overall overhead

(  (1)  How to simplify the “downstairs”  path from IP to WDM? 


· It is hard to face the exponential increase of the overall traffic 

· possible IP router congestion (especially in the backbone)
(  (2)  How to reduce the IP Router congestion / latency delay?
· It is difficult to face the increase of the traffic granularity (bit-rate of router I/F )
· IP Routers perform statistical “packet” multiplexing into ‘high capacity pipes’, through high bit-rate I/F 

· ATM bandwidth flexibility is no longer useful on these large granularities


· SDH equipment is partially redundant (e.g., the use of SDH multiplexing hierarchy is no longer necessary)
· A new “transport” service for IP is necessary
(  (3)  how to optimize this transport service?
1.1.2 
Simplified Mappings

In order to answer the issue (1) how to simplify the “downstairs” path from IP to WDM? several simplfied mappings have been proposed by different vendors.

In this first step, the use of WDM is not yet exploited for advanced network solutions.

The rationale behind these solutions is:

· try to simplify/optimize layering

· keep layer functions, avoid as much as possible entire stacked networks

According to the considered context and target applications, simplified mappings can be roughly classified into mappings simplifying layer 2 and mappings simplifying layer 1.

1.1.2.1 Mappings simplifying layer 2

The mappings simplifying layer 2 are based on the following steps:

· enhancement of IP Router performances

· higher internal throughput (from Giga to Tera Routers) 

· increased number of interfaces (to support enhanced logical mesh)

· increased bit-rate per interface

· addition of new functions to IP Routers

· statistical packet multiplexing

· traffic aggregation into large pipes

· embedded layer 2 point-to-point data link functions (e.g., packet delineation, error correction)

· consequent simplification of layer 2, avoiding the necessity of a whole ATM network

· necessity of an efficient underlying transport network, providing fixed bit-rate circuits (close to the peak rate, to guarantee QoS) to realize “rich mesh” connectivity between routers. Actually, SDH can offer these capabilities. The same rationale – just scaled towards higher traffic, higher bit-rates, higher throughputs – is pushing requirements for the OTN (see chapter 1.3).

The advantages of this solutions, with respect to classical mapping, is mainly the simplification made possible by the elimination of the ATM network. On the other hand, the fact that the SDH network is kept at layer 1 still ensures all the advantages of a transport network, amongst which protection, rich overhead for OA&M and digital performance monitoring, complete network management capabilities.

The disadvantage of this solution is mainly the difficult scalability with respect to the emerging scenarios (increase of overall traffic, traffic granularity, etc.). Disadvantages are exacerbated by the typical multi-ring topology of SDH networks: it is difficult (and expensive) to guarantee a logical mesh on a physical ring.

Moreover, bandwidth efficiency is reduced by the necessity of dimensioning the interfaces and the related fixed SDH circuit to a bit-rate close to the maximum peak and not to the average traffic. This may lead to inefficiencies, in spite of the fact that, on the other hand, the weight of the overhead is fairly reduced.

Some of these solutions are listed here below:

IP / PPP-HDLC / SDH / Fibre 

(POS  = Packet Over SONET)
The basic IP over SONET uses PPP encapsulation and HDLC framing. This is also known as POS (Packet over SONET). POS (one of Cisco’s solutions) places the IP layer directly above the SONET layer, and while offering quality-of-service guarantees, eliminates the overhead needed to run IP over ATM over SONET.

It is possible to transport the SDH-framed IP over an SDH transport network along with other traffic, which may then use WDM links. SDH can be used to protect IP traffic links against cable breaks by automatic protection switching (APS) in different ways. 

PPP is a standardised way to encapsulate IP and other types of packets for transmission over many media from analogue phone lines to SDH, and also includes functionality to set up and close links. The HDLC framing contains delimiting flag sequences at the start and end of the frame, and also has a CRC field for error control.

In the Cisco implementation, the line-card in the IP router performs the PPP/HDLC framing. The optical signal is then suitable for transmission over optical fibre either into an SDH network element, a neighbouring IP router, or a WDM transponder for further transmission. 

There are different types of IP over SDH interfaces:

· VC4 or Concatenated VC4 “fat pipes” which provide aggregate bandwidth without any partitions between different IP services which may exist within the packet stream

· Channelised interfaces, where an STM16 optical output may contain 16 individual VC4s, with a possible service separation for each VC4

This solution is already implemented by some of the major IP carriers:
· Sprint is deploying packet over SONET to boost its Internet backbone speed to 622 Mbps

· Qwest’s OC-192 SONET network is using packet over SONET to connect its regional terabit points of presence (TeraPOPs), which are essentially IP-based central offices (COs)

· UUNET’s recently announced OC-12 network will use packet over SONET technology

· GTE Internetw. is deploying Cisco 12000 routers to operate over its nationwide mesh of OC-3 SONET circuits

· Many European operators have introduced SDH elements with add/drop bit rate up to 140 Mbit/s or STM1. In order to support POS, these SDH elements should be upgraded to have the STM-4c and STM-16c (concatenated) interface. 
IP / GbE / SDH / Fibre 

(Ethernet over SONET)
A large part of native IP traffic comes from Ethernet/Gigabit Ethernet LAN (Ethernet accounts for over 85% of LANs world-wide). The new Gigabit Ethernet standard can be used to extend high-capacity LANs to MANs and maybe even WANs, using Gigabit line-cards on IP routers, which can cost 5 times less than SDH line-cards with similar capacity. For this reason, Gigabit Ethernet could be a very attractive means to transport IP over “metropolitan” WDM rings, or even over longer WDM links. Furthermore, 10Gbit/s Ethernet ports are likely to be standardised in the near future.

Besides being a layer 1 physical interface, Ethernet is the most diffused layer 2 protocol. It can therefore be used: 

· on the LAN/access side, for layer 1 and layer 2 functions (access to shared resources, packet switching)

· on the WAN side, for layer 2 data link functions, while it is interfaced to the SDH/SONET physical layer for transport functions (transmission over medium/long distances, protection/restoration, fault and performance management, etc.). In this case, the Ethernet layering is valid at level 2 for MAC (the 8B/10B encoding may be avoided). On the contrary, the physical Ethernet 802.3 layer is substituted by SDH/SONET. It should be recalled that when Gigabit Ethernet (1000Base-X) is used in full-duplex mode, it becomes simply an encapsulation and framing method for IP packets, and the CSMA-CD functionality is not used. 

This solution may assume a particular interest if the Ethernet switching is enabled (see section 1.1.3)

The mappings Data (IP) over Ethernet and Ethernet over SONET/SDH have been proposed by Nortel (e.g., in ANSI T1X1.5). This leads to a product proposal, i.e., the interWAN Packet Transport (iPT) – see section 1.1.3.

IP / SDL / SDH / Fibre 

(Lucent SDL)
Simple Data Link (SDL) is a framing method proposed by Lucent Technologies, which can replace HDLC framing for PPP-encapsulated packets. It is simpler than HDLC and advantageous at high bit rates. Compared with the HDLC frame the SDL frame has no delimiting flag sequences. Instead the SDL frame is started with a packet length field. This is advantageous at high bit rates where synchronisation with the flag sequence is difficult. The SDL format can be inserted as a payload in an SDH frame or directly onto a WDM optical channel. SDL associated functionality is the minimum required. It does not support protection functionality.  
IP / LAPS / SDH / Fibre 

(X.ipos)
LAPS (Link Access Procedure SDH) is a type of HDLC including data link service and protocol specification to adapt directly IP to SDH. It is a substitute for PPP-HDLC. 

SDH is seen as an octet-oriented synchronous point-to-point links. The SDH frames are an octet-oriented synchronous multiplex mapping structure which specifies a series of standard rates, formats and mapping method. The LAPS shall be encapsulated into a 32-bit word-oriented frame as for the need of providing frame delineation, transparent transferring, and error detection.

IP / MAPOS / SDH / Fibre 
(POL  = Packet Over Lightwave)
Multiple Access Protocol over SONET (MAPOS): it is a link layer protocol supporting IP over SDH. It is a connectionless packet switching protocol based on a simple extension of POS framing.

1.1.2.2  
Mappings simplifying layer 1
The mappings simplifying layer 1 are based on the following rationale:
· exploitation of layer 2 switching

· traffic by-pass at layer 2 

· packets are segmented / re-assembled in cells, and handled as virtual circuits

· use of ATM as transport infrastructure

· consequent simplification of layer 1 - avoiding a further underlying transport network, and using just the layer 1 standardized physical interfaces

Although ATM can be an option for this approach, there are severe limits in the maximum capacity that can be served and in the maximum granularity which can be offered. This is a good solution when the bit-rates of the  interconnection pipes are relatively low (155 Mbit/s or lower), but is not suitable to the emerging scenario for the core backbone. It is mentioned here just for the sake of completeness. 
IP / ATM (Cell Based) / Fibre 


It is possible to have a scenario where ATM cells are transported directly on an optical channel. ATM cells are not encapsulated into SDH frames, instead they are sent directly on the physical medium by using an ATM cell-based physical layer. Cell-based physical layer is a relatively new technique for ATM transport. Cell-based physical mechanisms have been developed specifically to carry the ATM protocol; this technique can not support any other protocol except if these protocols are emulated over ATM.

Some benefits of using a cell-based interface instead of SDH, as described in the previous section, are:

· Simple transmission technique as ATM cells are directly sent over the physical medium after scrambling.

· Lower physical layer overhead (around 16 times lower than SDH)

· As ATM is asynchronous, there is no stringent timing mechanism to be put on the network.

The drawbacks are that the overhead (i.e., the cell tax) is the same as for transport on SDH, the technology has not been endorsed by the industry yet and this transmission technique can only carry ATM cells.
1.1.3 
“Intelligent” Mappings

In order to answer the second issue raised in section 1.1 - (2) how to reduce the IP Router congestion / latency delay? – the following approaches can be adopted:

· Traffic by-pass at lower layers: typically, exploitation of layer 2 switching

· Enhancement of the logical connectivity seen by IP Routers, through improvement of the physical connectivity at lower layers

· Introduction of “interworking” at control plane level
Several interesting new technologies are emerging, but, for the moment, these are single wavelength technologies, limited to metro-net scenarios and not yet demonstrated for very high capacity backbone.

More over, once again, they are not ready to face the remarkable increase of traffic granularity currently required.

These solutions are just mentioned, here, since they are dealt with in other contributions of the same WP 1 – Task 2.

IP / MPLS (with ATM switches) / SDH / Fibre 

This is a successful solution, emerged from the “IP standardization world”. It is la label switching, driven by the IP control plane, and actuated by ATM switches. It allows to by-pass the express traffic at layer 2, giving relief to the layer 3 routers. 

IP / GbE (with GbE switches) / SDH / Fibre 

The idea is that of exploiting Ethernet switching at each access node to a ring. In this way, the flow of transit packets is distinguished from the flow of packets destined to (or coming from) the local IP Router. A layer 2 by-pass is performed, and the sharing of a common resource (ring big-pipe) is allowed (up to the 1.25 Gb/s allowed by Gigabit Ethernet) achieving all the benefits of a statistical multiplexing applied by means of packet switching.

To obtain these advantages, it is necessary to change (and enhance) the Ethernet MAC through SRP protocols fairness algorithms, etc. Different physical options can be implemented (according to whether Ethernet switch cards are integrated in the layer 3 router or in the layer 1 node, or in a stand-alone further node).

An example of product proposal is the interWAN Packet Transport (iPT), by Nortel, which is claimed to deliver lower cost IP-optimized networking capabilities to today’s wide area networks over existing SONET/SDH and DWDM optical networks. IPT essentially multiplexes and switches packet traffic in its native format over SONET/SDH platforms. The benefits are optimized use of transport network bandwidth, reduced port costs, and the ability to support a mix of packet and TDM traffic over the same network.

With Ethernet add/drop and switching capabilities at each node, interWAN Packet Transport optimizes the optical network usage through packet multiplexing and through a unique spatial reuse algorithm. Instead of dedicating a number of links for each connection, iPT provides logical connectivity for optimum bandwidth sharing. 

IP / DPT / (SDH frame) / fibre 
Dynamic Packet Transport (DPT): it is Cisco proprietary. It is associated to a transport ring topology. It provides the Spatial Reuse Protocol (SRP) to optimise bandwidth optimisation and a protection mechanism called Intelligent Protection Switching (IPS). It is based on a further enhancement of IP Router functions: traffic by-pass, queue handling at layer 2, statistical “packet” multiplexing on shared pipes, protection features.

This approach not only avoids the use of ATM, but also of SDH (only SDH interfaces are kept)
IP / DTM (with DTM switches) / (SDH frame) / fibre 

DTM is an effort to combine the advantages of asynchronous and synchronous data transfer. It is a TDM scheme, and it guarantees each host a certain bandwidth, and uses a large fraction of the available bandwidth for effective data transfer. The DTM scheme has in common with ATM, support for dynamic reallocation of bandwidth between hosts. This means that the network can adapt to variations in the traffic, and divide its bandwidth between hosts according to their demand. 

Hosts connected to a DTM network communicate with each other on channels (circuits). A DTM channel is a dynamic resource that can be set up with a bandwidth ranging from 512 kb/s in quantum steps of 512 kb/s up to the maximum bandwidth. The total capacity is divided into frames of 125 microseconds, which are further divided into 64-bit time slots. This framing structure makes it interoperable with SDH/SONET. Different types of slot reservation can be assigned according to the QoS a client wants: constant delay, minimum bandwidth, best effort.

To interconnect different DTM links, DTM switches should be used. The switching in DTM is synchronous, which means that the switching delay is constant for a channel.

DTM channels are multicast in nature: any channel at a given time can occupy one sender and any number of receivers. DTM is suited as a backbone technology because of its high bit rate throughput. DTM is seen as an alternative for ATM over SDH because it operates at layer 1 to 3 and includes switching and a signaling protocol. 

Flows of IP can be mapped on DTM channels. However, DTM is slightly inefficient for IP since it uses channels with a minimum capacity of 512 kb/s.

DTM has enough switch capacity to handle WDM. Hereby the basic assumption is that one WDM colour will go on one DTM channel, which is only possible when the transmission method is supported by DTM.

A drawback of DTM is that currently only three vendors are supporting DTM, Dynarc, Net Insight and Ericsson, all from Sweden. Moreover, their solutions are proprietary and not compatible with each other.
1.2 IP over WDM as transmission technology

All the mapping solutions mentioned in section 1.1 may be ultimately carried by WDM, rather than being transmitted through a dark fibre. This is advantageous, since very high-capacity WDM systems have already been deployed (especially in the backbone transport), and is becoming strictly necessary, because WDM is the only technology whose capacity can support the traffic growth related to the new data-centric network.

More specifically:

· All the mapping solutions including SDH as layer 1 may be supported by the WDM transmission systems already installed for the long-haul SDH network. What is necessary is simply a transponder between the SDH STM-16 / STM-64 termination and the “coloured” interface towards the WDM line system

· IP/ ATM/ SDH/ WDM
· IP/ PPP-HDLC/ SDH/ WDM
· IP/ GbE / SDH / WDM
· IP/ SDL/ SDH/ WDM
· IP/ LAPS / SDH / WDM
· IP/ MAPOS/ SDH/ WDM
· IP/ MPLS (with ATM switches)/ SDH/ WDM
· Even the other mappings – which do not include SDH – can be transported by WDM, through proper transponders between the router/switch and the ends of the WDM line system. Once more, this is done just to increase the capacity of the links, without changing the working principle of the adopted technique. 

· IP/ ATM (cell-based)/ WDM
· IP/ DPT/ (SDH frame)/ WDM
· IP/ DTM/ (SDH frame)/ WDM
Therefore, “indirect” IP over WDM is already a reality, especially in the backbone network segments. The huge capacity increase that WDM allows, although not involving advanced network aspects, is by itself an unavoidable pre-requisite for all the consequent progresses, and should not be underevaluated.

However, this is not yet “IP directly over WDM”: layer 2 and layer 1 functions (and often entire layer 2 and layer 1 networks) are still necessary in between. In other words, WDM plays here the role of a “layer 0”.

In general, a layer 2 network might be useful to allow (these items have been partially discussed in chapter 1.1):

· fine granularity bandwidth management

· differentiaion of QoS on different flows

· traffic by-pass at layer 2

· point-to-point layer 2 functions (packet delineation, error correction, etc.)

In general, a layer 1 network is useful to provide (these items will be further developed in chapter 1.3).

· high-bit-rate interconnections, through high capacity point-to-point links

· advanced protection/restoration functions

· performance, fault, configuration management on connections

· traffic by-pass at layer 1

For clarity’s purpose, a table is proposed, as an overview of the different interpretations of the  layering concepts:

	OSI layer   
	#
	Function
	Handled Entities
	Network
	Ref. Technology

	network     
	3
	routing
	packets
	Internet
	IP

	data link    
	2
	switching
	cells, virtual circuits
	Switching Network
	ATM

	physical
	1
	cross-connection
	“TDM” circuits

	Transport Network
	SDH

	-          
	0
	high-capacity transmission
	wavelengths
	-
	WDM


1.2.1 
Enabling technologies

WDM technologies for line systems are mature and effective. Nonetheless, new technologies are emerging to allow further performance improvements. A quick overview of the main optical components of a WDM line system and of the related enabling technologies is here recalled:

	Functional Block
	Consolidated Technology
	Advanced Technology

	Source
	Distributed FeedBack (DFB) Lasers

Distributed Bragg Reflector (DBR) Lasers
	SSG (Super-Sampled Grating) DBR for wide tunability

Vertical Cavity Surface Emitting Lasers for low-cost arrays

	Intens. Modulator
	Mach Zehnder interferometer in LiNbO3
	Integrated semiconductor Electro-Absorption mod.

	Receiver Photo-Detector
	PIN photodetectors (for up to 10 Gb/s ch.)

Avalanche-Photo-Diode (APD) - 2.5 Gb/s ch.
	Avalanche Photo-Diodes (APD) – also for 10 Gb/s channels

	WDM Mux/Demux
	micro-optics diffraction gratings

cascade of interferential filters

cascade of Fibre Bragg Gratings (FBG)
	Planar Lightw. Circuit (PLC) Arrayed WaveGuides (AWG)

	Optical Amplifier
	Erbium-Doped Fibre Amplifiers (optimized for multi-ch. WDM, also through external control gain systems)
	Different dopings for extended bandwidth (e.g., Erbium-Doped Fibre Fluoride Amplifiers – EDFFA): the objective is to have two usable bandwidths, C and L, over a whole range between 1530 and 1620 nm 

	Disp.Compens. Module
	Dispersion Compensating Fibre (DCF) – on multi-channel WDM

Chirped Fibre Grating - on single channels
	Chirped Fibre Grating – also on multi-channel WDM


1.2.2 Overview on products

Some of the more advanced line system products, by major manufacturers, are here summarized, just as examples. The reported data are to be considered just as a qualitative information – drawn from different public sources – and obviously not exhaustive. The exact commercial situation (what is already widely deployed, what is ready to be sold, what is at prototype level) is not specified in detail, because analytical comparisons between different products is not in the scope of this document.

Anyway, this rough overview should be sufficient to have an idea of the state of the art and of the ongoing short-term evolution.

In order to explore longer term targets, it can be useful to recall that at the end of the last year the laboratory “records” of DWDM very large capacity transmission were 3.2 Tbit/s over 40 km (Siemens) and 1 Tbit/s over 10000 km (Fujitsu).

Lucent 
WaveStar OLS 400G

WaveStar™ OLS 400G is the last-generation highest capacity lightwave system by Lucent. By utilizing Dense Wave Division Multiplexing  (DWDM) technology, WaveStar OLS 400G can handle transmission of up to 80 wavelengths of OC-48/STM16, 40 wavelengths of OC-192/STM-64, or between 40 and 80 channels of a combination of the two. This delivers a maximum capacity of 400 gigabits per fibre. Modular growth (from 1 to the max. number of wavelength) is allowed, thanks to the automatic Optical Amplifier (OA) gain control feature.

The system supports single-ended operations as well as 2-fiber and 4-fiber ring applications. 

Number of wavelengths 

up to 80 (modulated at 2.5 Gb/s) – up to 40 (modulated at 10 Gb/s) 

Modulation Bit-rate

2.5G, 10Gb/s

Total capacity 

up to 400 Gb/s

Channel spacing

50 GHz (modulated at 2.5 Gb/s) – 100 GHz (modulated at 10 Gb/s)

System components

Optical Multiplexer Units (OMU), able to multiplex up to 80 channels


Optical Demultiplexer Units (ODU), able to demultiplex up to 80 channels

Optical Amplifier (OA), that offers simultaneous support for OC-48/STM-16 and OC-192/STM-64 wavelengths, and is provided with an optical power Optical MONitor Pack (OMON) and with automatic gain adjustment features 

Optionally, Wavelength Add/Drop (WAD), to allow fully flexible Wavelength Add/Drop (WAD) capability and enable ring applications

Repeater Terminal, which is used to regenerate channels along their path, if necessary

The End Terminal and the Optical Translator Unit (OTU), which act as a transponder between client signals (e.g., from short-reach optics interfaces) to coloured DWDM-compliant signals. For example, the OC-48/STM-16 OTU provides an open optical interface to multi-vendor OC-48/STM-16 products. Open interfaces to multi-vendor OC-3/STM-1, OC-12/STM-4, and 400 to 700 Mbps products are also available.
Transmission engineering
unidirectional transmission in fibre


fully flexible span engineering supported

up to 8 spans of 80 km each (budget ~ 25 dB) achievable
Management/supervision

a SONET-based Integrated Transport Management Subnetwork Controller (ITM SNC) is available. The ITM SNC is an element management system that provides fault, performance, configuration and security management functions via a graphical user interface (GUI)

a Supervisory Pack is offered, including the use of an optical supervisory channel

Cisco Photonics TeraMux HyperDWDM

This is the evolution of the former Pirelli line system product line.

Number of wavelengths 

up to up to 128 – smooth scaleable growth allowed

Modulation Bit-rate

622 Mb/s, 2.5Gb/s, 10Gb/s

Total capacity 

up to 1.28 Tb/s

Channel spacing

50 GHz 

System components

DWDM Multiplexer, able to multiplex up to 128 channels


DWDM Demultiplexer, able to demultiplex up to 128 channels

High power multi-wavelengths Optical Amplifier (booster, line, pre-amplifier versions are used within the whole line system)

Repeater Terminal, which is used to regenerate channels along their path, if necessary

End Terminal – transponder 
Transmission engineering
unidirectional transmission in fibre
Management/supervision

A management system with craft interface is provided

Supervision is performed by means of an out-of-band optical supervisory channel 

Nortel 
OPTera LH 

OPTera LH incorporates a modular design (using the MOR Plus and OPTera 1600G amplifiers), providing 320 Gb/s capacity scalable in-service to more than 1 Tb/s. Besides point-to-point high capacity links, OPTera LH can offer a high degree of protection through two and four fibre survivable rings with matched nodes or mesh topologies, if it is combined with the SONET/SDH S/DMS TransportNode or OPTera Connect families.

Number of wavelengths 

Today 32 – short term planned evolution to 160

Modulation Bit-rate

622 Mb/s, 2.5Gb/s, 10Gb/s

Total capacity 

up to 1.6 Tb/s – in the following configurations: 160 x 10 Gb/s, 640 x 2.5 Gb/s, 1280 x 1.25 Gb/s (Gigabit Ethernet), 2560 x 622 Mbps

(channels at bit-rates lower than 10 Gb/s are multiplexed/demultuplexed in the time domain by proper interfaces that are provided – see the following items)
Channel spacing

Details are not available – it is declared that the Channel Plan supports conventional and extended wavelength bands from 1530 to 1600nm (ITU Compliant grid plan) 

System components


Optical Amplifiers (MORplus – pre-, post and line amplifiers are available)

DWDM Couplers (i.e., Multiplexers)

DWDM Decouplers (i.e., Demultiplexers)

Wavelength Translators map 2.5 or 10 Gb/s signals into ITU-compliant DWDM channels 

Wavelength Combiners provide an open mapping of lower speed signals (622 Mb/s, 1.25 Gb/s, 2.5 Gb/s) onto a single 10 Gb/s channel to provide the optimal utilization of fibre and associated equipment 

Optical Add-Drop Modules (OADM) provide access to individual or multiple wavelengths at any point in the network while express channels are left untouched 

(the combined use of Wavelength Translator, OADM and Wavelength Combiner modules allows to offer flexible Leased Lambda services, by enabling transparent channel access from anywhere in the network)

Transmission engineering
Bidirectional transmission in fibre is supported – accordingly, the system is able to handle the partition of the ITU wavelengths into two bands (blue band: 1527.5 to 1542.5 nm; red band: 1547.5 to 1561 nm), as a pre-condition for possible bi-directional transmission in fibre

a careful transmission engineering and the use of devices for dispersion compensation allow to deploy the system for a wide range of outside plant (including NonZero Dispersion Shifted, Dispersion Shifted, Standard Single Mode Fibre). Up to eight amplifiers (7 spans) can be cascaded without unacceptably  degrading the optical transmission performances
Management/supervision

The Management system includes a NM Craft Interface, with a Web browser GUI, and a NM Interface 

Supervision is performed by means of a 1510nm service optical channel
Ciena 
MultiWave Sentry 4000

and
MultiWave CoreStream

The MultiWave Sentry 4000 and MultiWave CoreStream are, respectively, the present and the short-term future  DWDM optical transport system by Ciena. The open architecture of these systems enable carriers to mix SONET/SDH, ATM and Fast IP traffic on a common optical network while eliminating the intervening TDM layer on builds of ATM and IP networks. Standard, inexpensive, short reach interfaces (DirectConnect™) are used between the optical transport network and switching, routing or TDM platforms.

Scalable, in-service expansion from 1 to 96 (Sentry 4000) and 1 to 200 (CoreStream) channels is accomplished by adding channel modules to the span terminals. 

Number of wavelengths 

Up to 96 (Sentry 4000) – evolving to 200 (CoreStream)

Modulation Bit-rate

2.5 Gb/s (Sentry 4000) – evolving to 10 Gb/s (CoreStream)

Total capacity 

up to 240 Gb/s (Sentry 4000) – evolving to a max. of 2 Tb/s (CoreStream)
(in the MultiWave CoreStream each channel can derive from the time multiplexing of any mix of 622Mb/s (OC-12/STM-4), 2.5Gb/s (OC-48/STM-16) or 10Gb/s (OC-192/STM-64) channels, for which proper optical interfaces are available)
Channel spacing

50 GHz (Sentry 4000) – not disclosed - probably 25 GHz - (CoreStream)

System components

Optical Amplifiers (MultiWave Sentry™ Optical Line Amplifiers evolving to CoreStream new generation broadband optical amplifiers)

DWDM Multiplexers and Demultiplexers

2.5 Gb/s Transceiver and 10 Gb/s Transceiver  (Core Stream only)     


Optical Add-Drop Modules (OADM): it is able to add or drop up to 8 channels at 2.5 Gb/s on a span (Sentry 4000);  up to 8 channels at 2.5 Gb/s and up to 4 channels at 10 Gb/s on a span (CoreStream)
Transmission engineering

Sentry 4000 provides span configurations of 7x20 dB (560 km), 5x25 dB (500 km) and 2x33 (240 km) dB

CoreStream provides 5 spans x 25 dB (500 km) for 2.5 Gb/s, 5 spans x 20 dB (240km) for 10 Gb/s

Unidirectional transmission in fibre 
Management/supervision

Element Management System: CIENA WaveWatcher® - SNMP, TMN or TL-1  interfaces available
Supervision is performed by means of a 2.048 Mb/s Optical Service Channel at 1625 nm - SmartSpan™ software providing span-wide control and monitoring

Integrated performance monitoring provided, in the optical domain (optical power monitoring) and in the electronic domain at the ends (Channel bit errors via B1 and Section Trace Monitoring via J0 in SONET/SDH overhead)

Siemens 
TransXpress Infinity

TransXpress Infinity is the ultra-high capacity DWDM system by Siemens, which can carry 320 Gb/s optical data through up to 10,000 kilometers, requiring regeneration only every 600 kilometers. 

The system combines high-performance features on an open DWDM platform with a modular design,  compatible with commercial 10 Gb/s systems and different bit rate and modulation formats. Its modular design also makes it one of the most compact DWDM systems on the market today. By means of an advanced dispersion management, TransXpress Infinity allows service providers to support DWDM over their existing fibre networks with 10 Gb/s channel rates where most traditional systems could only transmit 2.5 Gb/s channels. 
Number of wavelengths 

32 (16 + 16 in bidirectional configuration) – evolution foreseen up to 160 (80 + 80)

Modulation Bit-rate

622 Mb/s, 2.5Gb/s, 10Gb/s  -  evolution foreseen up to 40 Gb/s

(channels at bit-rates lower than 10 Gb/s are multiplexed/demultiplexed in the time domain by the TEX modules – see the following items – evolution foreseen towards the FOX module for 40 Gb/s modulation) 

Total capacity 

up to 320 Gb/s (160 Gb/s per direction) – evolution foreseen to 1.6 Tb/s (0.8 Tb/s per direction)

Channel spacing

Currently, 100 GHz (ITU compliant grid) 

System components


Optical Amplifiers (including gain control features)

DWDM Multiplexers

DWDM Demultiplexers

Line Terminals 

TEX (time multiplexing of lower bit-rate signals into 10 Gb/s signals, to modulate one wavelength) 

FOX (time multiplexing of lower bit-rate signals into 40 Gb/s signals, to modulate one wavelength)

Optical Add-Drop Module (OADM), for linear wavelength add/drop, foreseen as an evolution
Transmission engineering
Bidirectional transmission in fibre is supported 

a careful transmission engineering (including a gain control system, for channel equalization, and dispersion compensation modules) is implemented, to allow 600 km over non-dispersion shifted fibre without regeneration and overall regenerated links of up to 10000 km
Management/supervision

Element Management system provided

Built-in optical performance monitoring, to allow fault localization and network problems isolation

Optical Supervisory Channel available

Alcatel 
1640 WM

The Alcatel OPTINEXTM 1640 WM is a multi-channel optical line system designed for transmission of up to 80 wavelengths on a pair of fibres  The system allows point-to-point and point-to-multipoint transmission applications. It is configured as line equipment with two terminal stations and in-line amplification stations. The in-line amplifier stations can also be configured as optical add-drop stations and can accommodate Dispersion Compensating unit.

Different kinds of optional wavelength adapters are available to interface the Alcatel OPTINEXTM 1640 WM. These adapters can also be used as electrical regenerators between two terminals in back-to-back configuration. 

Number of wavelengths 

Max. 80
(long-term evolution: 240 channels, by exploiting three wavelength bands)

Modulation Bit-rate

From 100 Mb/s up to 10Gb/s  

(multiple bit-rates are accepted thanks to the wavelength adapters that are available to interface the Alcatel OPTINEX 1640 WM)

Total capacity 

up to 800 Gb/s 

Channel spacing

Information not available 

System components


Optical Amplifiers (new generation Wide-Band and High-Power Optical Amplifiers)

DWDM Multiplexers and Demultiplexers

different kinds of Wavelength Adapters, which accept bit rates from 100Mb/s to 2.5Gb/s and 10 Gb/s and are used in a multi-vendor and multi-client environment; these adapters can also be used as electrical regenerators between two terminals in back-to-back configuration

optical add-drop stations with up to eight optical ports
Transmission engineering
unidirectional transmission in fibre 

very long multispan applications supported: 

max. terminal spacing between terminals with 3R Regenerators: more than 900 km

max. number of spans: up to 13

max. span loss at 2.5Gbit/s: 8x29 dB

further performances improvement achievable by means of an optional out of band Forward Error Correction Code. 

the system is compatible with G.652, G.653, G.654, and G.655 type of fibres.
Management/supervision

The local management of the system can be achieved through a standard PC connected to the craft terminal interface, which uses standard MS-DOS/Windows based software. This allows access to the equipment configuration, alarm status and performance monitoring. Through the Q interface the connection to the centralised Transmission Network Management is also possible. A supervisory channel is provided to manage and to communicate with the distant in-line amplifiers and the remote terminal.

1.3 IP over OTN as a new transport network

1.3.1 The role of a Transport Network

The advent of packet-switched data-centric networking does not eliminate the necessity of a transport network!

In the rush to get to service convergence, it is easy to neglect the fundamental value of transport networking. This is a mistake, because transport networking continues to be essential for real-world networks:
· to provide/manage high bit-rate interconnection pipes between routers (especially Giga/Tera-Routers in the core backbone); transport networking, increasingly based on optical layer technology, continues to be essential, because broadband data networks will need more transport functionality than just point-to-point "big dumb pipe" interconnects between routers and switches
· to establish a unifying infrastructure for multiple-service layers providing large-granularity bandwidth management

· to support the worldwide extension of the Internet, where the network usage patterns are completely changing. The old rule was that network traffic was 80 % local, and 20 % wide area. Today, the ratio is closer to 50/50, and the growing number of applications that require all communication from clients to traverse the backbone to reach central servers means more stress on network backbones. It is expected that the 80/20 rule will eventually return, but with wide-area applications accounting for 80 % of traffic
· to achieve, on the whole, a lower-cost network
A transport network ensures several important functionalities, among which 

· capability of traffic by-pass at layer 1, i.e., more high-capacity circuits for improved connectivity, less “hops” for end-to-end paths, reduction of congestion and latency time 

on the contrary, without a transport network, a relatively poor mesh is established between routers, through point-to-point links, so that a large fraction of the traffic traversing each router is “through” traffic 
· scalability for the service layer:

without an efficient transport network, when certain client nodes experience sudden spikes in demand, the entire network must be expanded, even the intermediate service-layer nodes that provide only transport-like bandwidth management and survivability functions for the engineered routes. The problem is that the service layer logical topology is tied to the network's physical link topology. Transport networking provides a solution, by freeing the service-layer logical topology from the network's physical link topology, and implementing networking and bandwidth management in a most efficient way: 

· upgrade only the routers where spikes occur

· provide a new high-capacity end-to-end circuit

· keep the rest of the network unchanged
· fast survivability and support of service-layer restoration with efficient shared-protection architectures: 

IP can achieve survivability by its re-routing algorithms, but when each fibre carries a huge traffic, the convergence time of IP re-routing may be very slow. Network survivability/reliability improves if large aggregates of traffic are recovered by fast layer 1 protection/restoration (at least in case of fibre breaks).

Today, the transport network is SDH/SONET (already mentioned as “reference technology” at layer 1), which may exploit WDM as a transmission support. SDH is an excellent solution under many aspects:
· Layered network functional modelling 

· Managed Network (TMN)

· Rich “overhead” for Operation & Maintenance purposes 

· Advanced protection schemes supported (e.g., Optical Multiplex Section Shared Protection Ring - OMSPRing)
However, it is optimized for “voice / PSTN primary clients”, not for “data-centric” network.
The data-centric network operates in a fundamentally different way from the voice-centric network. Aggregation of physical circuits tends to happen at the edge of the carrier network. The speed of the transmission facilities between switches directly affects the performance of these networks. This drives the evolution towards routers and switches characterized by higher and higher capacity interfaces (OC-48c/STM16 interfaces already available in Gigarouters). The rapid emergence of OC-48c/STM-16c and OC-192/STM-64c ports on routers and switches is probably the single most disruptive force in today's transport networks. The newest IP routers and ATM switches for the core are scaling to Tb/s throughputs, with 2.5 and 10 Gb/s ports to match. The data-service layers are suddenly scaling faster than SDH/SONET. 

When OC-192c/STM-64c interfaces are used, the current transport network architectures would call for either OC-768/STM-256 ADMs or DXCs with OC-192c/STM-64c interfaces and an accompanying switch fabric. These upgrades will not only be expensive, but they also will not be readily available in the near future.

Another possible answer by SDH is the “overlay rings” architecture. However, from an operational standpoint, the overlay model is very complex because each overlay ring is different and must be managed individually. This introduces the issue of selecting the correct ring on which to provision services. This quickly becomes a challenging exercise in large networks. Provisioning across rings adds even more complexity because ring selection must be performed across multiple rings. To provision capacity in today’s network, there typically are a number of steps and different organizations involved.

On the other hand, the availability of OC-48c interfaces on a router/switch (and the subtended aggregation function) may eliminate the need for an entire layer of TDM multiplexing. There is little benefit to connecting a switch OC-48c output to an OC-48 SONET multiplexer, because the port speeds have already reached the interface speed of the optical layer. 

The obvious consequent solution is a “direct” connection of routers/switches to the already deployed and/or emerging WDM systems (see section 1.2), taking advantage also of the fair matching between the mentioned IP Gigarouters interfaces and the typical bit-rate modulation of wavelength channels in WDM. The number of OC-48 channels made possible by DWDM seems to be ideally suited to broadband IP routers.

In this case, however, traffic engineering (for provisioning and protection) and more generally all the function of a transport network should be performed by the WDM layer on the 'wavelength granularity'.
To summarize, the future Core Transport Network will be required to offer
· substantially increased overall capacity, to meet the huge overall traffic growth

· flexible provision of long-reach high bit-rate pipes

· to answer the new traffic distribution paradigm (80% long reach). 

· to serve the future main client: IP Giga/Tera Router with several high-capacity ports 

· “switching” at a higher level of granularity
The Optical Transport Network is actually the only candidate solution for fulfilling these requirements.

1.3.2 The “IP over OTN” scenario

· IP Core Routers will continue to do what they can do well: 

· routing, forwarding, packet switching and aggregation are performed by IP Routers

· “point to point” layer 2 (data link) functions are added

· high bit-rate interfaces SDH or OTN compliant are included in the IP Core Routers, in the core of the IP network, above the transport backbone
· WDM supports IP by offering it the functions of a more advanced transport network:
· cross-connection on the new wavelength granularity

· transport network (layer 1) functions: protection/restoration, monitoring, circuit provisioning, management and supervision – again, on the wavelength granularity
The high bit rate data pipe – internally organized as a flow of aggregated and forwarded IP packets, with a given priority – is mapped into one wavelength, which is the new “managed entity” in the new OTN transport network.

Actually, IP nodes extends their functions to layer 2 (at least point-to-point data link functions) whereas WDM extends its functions from layer 0 (transmission support) to layer 1 (transport network), thus becoming OTN. 

The former “transmission support” and “transport network” are substituted by the new “OTN”, realizing the evolution from WDM to OTN.
With respect to the three main issues raised in section 1.1, with respect to the emerging data-centric backbone network, the situation appear as follows:

(3) how to optimize the transport service for the IP core backbone?

· OTN is the only solution

(2) how to reduce congestion/latency delays in core IP Routers?

· It is possible to develop solutions for the traffic by-pass at layers lower than layer 3 – driven by the layer 3 control plane (e.g., MPLS) – see section 1.1.3

· OTN can be a solution, in that it allows traffic by-pass at level 1, on the wavelength granularity

(1) how to simplify the downstairs path from IP to WDM?

· several different “simplified mappings” have emerged – see section 1.1

· OTN can be a solution, in that it may substitute SDH as transport layer

This means that the scenario is evolving from a conflicting to a converging telecom and datacom view

· telecom view: IP is just one more client (the risk of this view is that of under-evaluating the emerging data-centric network requirements)

· datacom view: the IP router is the multi-service aggregation node, fulcrum of the new data-centric network (the risk of this view is that of under-evaluating the necessity and the role of the underlying transport network)
· converging view: the best network architecture for a cost-effective, reliable, scalable evolution employs both transport networking and enhanced service layers, working together in a complementary and interoperable way
The roadmap leading to the necessity of OTN has already been outlined in the previous sections. A summary of the properties of the IP over OTN solution are summarized here below, as a list of advantages it can offer:

· Optimization of the data transport plane, so that: 

· It is ready to serve the rapidly increasing long reach data traffic

· It allows the implementation of the “unlimited bandwidth” scenario imagined in forecasts

· It respects the evolving IP network (no major change required in the IP world)

· It is consistent with the development of Gigabit Routers as the main backbone nodes  
For example: the Cisco 12016 GSR Terabit System offers modular scalability to 5 Tb/s by integrating up to sixteen 12016 GSR nodes using the GSR Scalability Module and the GSR Terabit Fabric interconnect. The system will support 256 slots and the entire range of existing and future GSR line cards from DS-3 to OC-192c/STM-64c. In particular, Cisco claims it has delivered thousands of OC-48/STM-16 interfaces for the Cisco 12000 series gigabit switch router (GSR) to large IP network operators throughout the world. The vast majority of these interfaces connect directly to DWDM systems, making this a widely accepted approach to building high-capacity IP backbones.
Another example ifs “Juniper M20 Backbone Router”. The M20 architecture delivers a 4 x OC-48/STM-16 router that runs in the most traffic-intensive, mission-critical parts of the Internet. 
· It is a  platform for the wide area extension of the network, able to accept different physical interfaces, e.g.,

· SDH/Sonet OC-48/STM-16, OC-192/STM-64

· SDH/Sonet compliant (DPT, EoS)

· ATM 622 Mb/s 

· GbE – 10 GbE
· Improvement of the logical connectivity for the Gigarouters 

· enriched meshed connectivity at layer 1, when the layer 2 switching is no longer able to give relief

· traffic by-pass at layer 1

· possibility of avoiding a layer 2 network
· Improvement of the scalability for the service layers 
· Simplification of the network layering
· the necessity of an entire ATM (more generally, a layer 2) network is avoided

· the necessity of an entire SDH network with the related equipment is avoided
the evolution is from TDM Voice Infrastructure (hierarchical model, cross-connection through 64-kbps crosspoints, capacities limited by TDM, restoration via full duplication) to a Data-Optimized Infrastructure (flattened network model, statistical multiplexing, dynamic usage characteristics, intelligent protection switching, WDM capacities)

· keeping the already standardized SDH interfaces, when opportune - from OC-48 (channelized) optimised for TDM Switching to OC-48c (concatenated) enabling Optical Internetworking
· the new mapping is:

IP / layer 2 point-to-point functions (encapsulation, error correction) / layer 1 interfaces / OTN

thus potentially achieving lower cost, complexity, overhead, and improved scalability

· Simplification of the network structure, i.e., substantial reduction of the number of separate physical devices
· Capability of switching at the right granularity

Historically, the increase of higher level switching granularity has been in proportion to the increase of the overall link capacity (between one and two orders of magnitude below).

It is clear that a switching granularity of the order of magnitude of 2.5 Gb/s is becoming necessary in the new scenario. This is perfectly consistent with the wavelength-granularity switching – which is on the other hand the only practical solution to achieve this objective

· Potential to become a unifying transport layer
Once deployed for the new IP main client, the OTN may substitute the SDH network and accept the existing “SDH voice-centric network” just as another client. Obviously, the evolution will be smooth:

· IP will continue to be carried by ATM up to e.g., OC-3 capacity

· ATM and voice will continue to be carried by SDH up to e.g., OC-12

· SDH and IP will be direct client of OTN at OC-48 and above

Rather than disappearing, SDH/SONET will transition through this evolution. SDH/SONET will continue to be competitive for lower-capacity transport, especially toward the network edge. And it will enjoy wide acceptance as a stable, interoperable format for multi-gigabit data-service ports. 
1.3.3  Open issues

Some of the still open issues in the roadmap towards the full development of an OTN are here recalled, as an introduction to the actual enabling technologies and to the further evolutions, outlined in the next sections.

First of all, the “analogue” nature of optical transmission must be highlighted: this means that optical signals in WDM networks are susceptible to a number of impairments which may cause bit errors or loss of service, including noise addition, dispersion, fibre non-linearities, jitter accumulation and wander, mis-connections, optical power transients and variations.
This effects have an impact on two substantial aspects:

· Possible necessity of 3R Regeneration

· Possible necessity of advanced performance monitoring

1.3.3.1 3R-Regeneration vs Transparency

Transparency: the channel path, from  end to end, is purely optical, without the necessity of passing through the electronic domain. 

Main advantages

· it would allow to build a universal platform, ready for any type of client

· the complete independence from client format and bit-rate

Main problem


· transmission issues, i.e., the necessity of 3R-regeneration after a certain path length. This necessity can be counteracted in different ways – but it is ultimately unavoidable

· ‘geographical’ scalability not ensured

· pure optical overhead handling and performance monitoring: not yet capable to offer the desired performances (which are on the contrary offered by  “electronic” overhead)

3R-Regeneration: the signal is regenerated in certain points along its path. Today, an established technology for all optical regeneration does not exist. After dispersion and signal-to-noise limits have been reached through a series of cascaded amplifiers, the WDM signal must be demultiplexed and each channel be electrically Retimed, Reshaped, and Retransmitted (3R). 
Main advantages:

· transmission issues are solved

· effectiveness with respect to the overhead transport and handling

Main problem

· client dedicated regenerators are necessary – this may have a very detrimental 
impact on the network scalability and on the capability of being dynamically reconfigured and optimized

Possible trade-off solutions are:
· The definition of “all-optical islands” where the quality of optical channel transmission is anyway guaranteed; at the boundaries of these optical islands, 3R Regeneration and electronic overhead monitoring are performed. This approach is consistent with the concepts of “domains”, leading to the definition of IntraDomain Interfaces (possibly “transparent”) and InterDomain interfaces (certainly not transparent). This solution does not solve the limitations imposed by the necessity of client dedicated regenerators

· The development of  “dynamic multi-bit-rate” regenerators (with programmable clock) – associated with the definition of an overhead related to the optical channel (although in the “electronic” domain) and not client-specific (concept of Digital Wrapper – see section 1.3.4.2). An alternative is to define a common bit-rate for all the wavelengths transported in the OTN, and to fill this maximum capacity with several (possibly different) clients, through a further (but simplified) TDM layer in between. A method to provide the transition between lower speed transparent networks and  high speed fixed bit rate or opaque networks is more and more needed.

1.3.3.2 Performance monitoring and OA&M

An effective transport network must offer performance monitoring capabilities, such as:
· optical transmission performance monitoring

· “digital” error monitoring

· fault detection and allowance for protection switching protocols

· optionally, error correction, for example Forward Error Correction (FEC)

· sufficient timing information to allow robust synchronisation

More generally, the OTN should offer to its clients the same functions offered by SDH

· allowance for management information transfer (DCC)
· overhead information handling
· connection supervision (e.g., path trace, to check that the correct “wavelength” is received)

· OA&M features

Possible complementary answers for these issues are:

· the Digital Wrapper (associated with each Optical Channel)

· the Optical Supervisory Channel (for the Optical Multiplex and Optical Transmission Sections)

The idea is that anyway a “TDM” electronic overhead is necessary, at least for a sub-set of supervision function. This would allow to implement advanced OA&M features, that are progressively defined on the basis of the SDH experience. This aspect is a strong point towards a consistent overall solution based on Opaque Cross-Connect, and Digital Wrapper for each channel.
1.3.3.3 Protection vs Restoration

This aspect is particularly important, and rather complex, since it involves the properties required to transport nodes, the control/management systems, and even the topological structure of the whole network. 

A thorough discussion on this topic is out of the scope of this contribution. Here, the main aspects are just recalled, to introduce the following steps of the OTN evolutionary paths.

The two solutions to be compared are the automatic protection possible in ring topologies and the end-to-end restoration, suitable to meshed networks. 

· Ring Protection

· well known SDH-like solution

· fast actuation allowed (~ 50 msec.)

· non optimal bandwidth efficiency

· associated with a network architecture that may introduce multiple bottlenecks
· Mesh Restoration

· improved bandwidth efficiency

· associated with a “fair” network architecture

· the problem is to perform it within the required strict timescale

· different options are related to the strategy of reserving capacity used by low-priority traffic, or to avoid a pre-reservation, leaving to intelligent algorithms the task of finding capacity for restoration when required

· the necessity of adding “intelligence”  to the optical layer emerges here as a very important requirement (see section 1.4)
The assumption is that anyway a survivability mechanism must be provided by the transport network, at least to counteract huge losses of traffic, due for example to a fibre break. This does not prevent the possibility that client layer survivability mechanisms are kept, and in some way harmonized with the transport network ones. 

Moreover, it is desirable to offer differentiated kinds of survivability to different classes of traffic. Current SONET/SDH implementations are effective but expensive; all services are treated uniformly, i.e., protected using the same mechanism; this means that, besides being expensive, the solution proposed by SDH is useless, for a significant fraction of the traffic. Many services may tolerate slightly restoration times longer than 50 ms, while cannot tolerate the performance provided by DXC-based restoration mechanisms, which generally have been several orders of magnitude too slow. 

The OTN can be a solution, by offering optical survivability mechanisms, and a differentiation on the basis of the wavelength granularity. The key to offer effective restoration in a wide meshed OTN is to provide intelligence to the optical layer, define proper algorithms, and find an effective way to exchange relevant information between remote nodes. This is a decisive driving force for the “intelligent OTN” (see chapter 1.4).

1.3.4 Enabling technologies

In order to achieve the goal of developing a new transport network, it is necessary that WDM completes its transition towards a fully functional OTN.  This is not an unrealistic objectives, but some steps are still to be done. 

In this section, a wide meaning will be assigned to the term  “enabling technologies”, which will be classified in two groups:

· Technologies for the physical realization of the new generation of OTN transport nodes 

· Technologies that will allow to overcome the still open issues (outlined in the previous section 1.3.3).

1.3.4.1 Technologies for OTN transport nodes

Optical network nodes can use space, time and wavelength to transport and switch optical channels. Networks can be categorised depending on the lightpath establishing techniques they use:

· Circuit-switched: the circuit route is fixed and is established before transmission.

· Virtual circuit-switched: the route is fix but statistically allocated

· Datagram-switched: the route is selected per packet during transmission, being statistically allocated

Optical nodes participating in the establishment/release of lightpaths can be distinguished depending on the switching technique. Thus, they are called cross-connects when the connection pattern is semi-permanent and lightpath set up is done by the network operator. They are referred to as switches (intelligent nodes) when ligthpaths are established using signalling protocols. Routers are nodes that perform connectionless switching of datagrams.

The core of a switching optical node is the Switch Matrix. It can be optical or electrical. An electronic Switch Matrix uses optical to electronic conversion at the input and electrical to optical conversion at the output. This nodes are known as Opto-Electric Cross-Connects (OEXC) – or Opaque Optical Cross-Connects. The Switch Matrix can also be optical and then, many different options can be used. 

The main components of an Optical Node are here briefly recalled, and the consolidated and emerging technologies are mentioned, with a particular focus on the switch matrix.

Optical Technologies for Optical Nodes

	Functional Block
	Consolidated Technology
	Advanced Technology

	WDM Mux/Demux

(as for WDM line systems)
	micro-optics diffraction gratings

cascade of interferential filters

cascade of Fibre Bragg Gratings (FBG)
	Planar Lightw. Circuit (PLC) Arrayed WaveGuides (AWG)

	Optical Amplifier
	Erbium-Doped Fibre Amplifiers (optimize for multi-ch. WDM, also through external control gain systems)

Semiconductor Optical Amplifiers (SOA), on single channels, can be used as “on/off gates” 
	Different dopings for extended bandwidth (e.g., Erbium-Doped Fibre Fluoride Amplifiers – EDFFA): the objective is to have two usable bandwidths, C and L, over a whole range between 1530 and 1620 nm 

SOA for multi-wavelengths channels

	Wavelength Converter
	Based on O/E/O conversion
	All-Optical Wavelength Converter (AOWC) built by SOA-based interferential structures

(this is not a short term solution)

	Splitter / Combiner
	Fibre-based splitter/combiner
	Planar Lightwave Circuit (PLC) in SiO2/Si

	Tunable Filter

(e.g., for  split & select nodes)
	mechanically tunable Fibre Fabry-Perot (FFP)

mechanically tunable interferometric filter (angle-tilting)
	thermo-optically tunable PLC in SiO2/Si 

acousto-optically tunable in LiNbO3

	Add/Drop Filter
	Fibre Bragg Gratings (FBG) based
	thermo-optically tunable in SiO2/Si 

	Var. Attenuator
	thermo-optical PLC in SiO2/Si
	

	2x2 switch

(e.g. for prot. switching)
	micro-optics electro-mechanical (MEMS, e.g., based on a movable cantilever)

piezo-electric electro-mechanical

passive PLC in LiNbO3
	thermo-optical PLC in SiO2/Si

active PLC in InP

micro-mirror based

	1xN selector

(N < 8)
	micro-optics electro-mechanical (MEMS, e.g., based on a movable cantilever)
	polymeric waveguide based

	Switch Matrix
	Bulk electro-mechanical (not larger than 64x64)

Micro-Optics Electro-Mechanical
	Micro-Mirror based matrix (see section 1.3.5.3)

Intersecting Waveguides + InkJet bubbles (see sect. 1.3.5.3)

Active matrix based on SOA gates


Electronic Technologies for Optical Nodes

	Switch Matrix
	Cross-point matrix 

Open issues are:

the max. frequency that can be switched (suitable to 2.5 Gb/s ch. Not to 10 Gb/s ch.)

the electronic interconnection between matrix modules (short reach optics may be required)
	Cross-point matrices able to handle higher frequencies (consistent with 10 Gb/s channels) with optimized backplanes for electronic interconnection (at least up to 2.5 Gb/s channels)


1.3.4.2 Technologies for the advanced OTN network functionalities

Several strategies are actually applied to overcome the obstacles described in the previous section, including addition of functionalities to the optical layer and interworking mechanisms with client layers. 

From the viewpoint of the necessary technologies, two items emerge:

· the Optical Supervisory Channel technology

· the Digital Wrapper technology 

The Optical Supervisory Channel technology

The Optical Supervisory Channel (OSC) solution is an idea derived from the WDM line systems (see for example the products mentioned in section 1.2.2). The OSC in line systems is basically a means for remote monitoring of line stations; it can also be used to carry service communication channels. Typically, the OSC is a low bit-rate channel (e.g., 2 Mb/s) modulated onto a wavelength out of the EDFA amplification bandwidth, to avoid the under-exploitation of an in-band wavelength (useful for payload information). The OSC can be in the 1310 nm region, or at 1510/1520 nm, or even around 1625 nm. Obviously, it is extracted before and re-inserted after each EDFA (EDFA is not transparent for the OSC wavelengths).

When evolving from point-to-point WDM to OTN, the OSC may play a more important role:

· it keeps the function of remote monitoring of line sites, properly enhanced to exchange also information related to the remote management of sites where no local NE Agent is present

· it supports optical OA&M functions (maintenance messages, protection protocols, etc.)

· more generally, it transports the overhead information related to the OTS and OMS optical network layers, and that part of the OCh layer overhead which is not strictly associated with the channels itself (e.g., OCh OA&M messages) – the part of OCh overhead strictly associated with each optical channel needs another type of support (e.g., the Digital Wrapper)

· in the evolutionary scenario towards the Intelligent OTN (see section 1.4), the OSC is a possible means to carry optical routing protocol information.

The Digital Wrapper technology

A requirement of the WDM-OTN is that client layer provides a continuous bit-stream. Therefore packet based client networks cannot be mapped onto the server layer directly. The trend for OTN server/client network interworking is to define a common frame structure in the optical channel layer to carry clients regardless of their type. With state-of-the-art technology, WDM-OTN networks are unable to provide neither all-optical 3R (re-amplification, reshaping, and re-timing) regeneration nor QoS guarantee using optical protocols to client signals. Therefore, a highly desirable feature of a TDM optical container is to provide somehow means for signal quality monitoring analogously to SONET/SDH.

The Digital Wrapper (DW) is a Lucent's proposal. It comes after results of different studies that have shown the convenience of carrying the associated optical channel overhead in a TDM format. DW structure is based on the  ITU-T Rec. G.975 and is aimed at carrying the OCh-OH as well as an FEC (Forward Error Control) and possibly ring protection on a per-wavelength basis.
DW is a means to effectively manage wavelengths or Optical Channels (OCh), irrespectively from the type of client. Until now, the only feasible way to support signal regeneration and to monitor, analyze and manage optical channels (wavelengths) was to rely on SONET/SDH signals and equipment throughout the network. However, as already noted several times, it will be required to the new OTN to be a “universal” platform, able to support the multiplicity of "IP over WDM" signal mappings (see section 1.1), i.e., to reliably carry a wide variety of client signals-including SONET/SDH, IP, ATM, GbE, and SDL-directly over the optical layer of the network..

The Digital Wrapper technology will provide functionality and reliability similar to SONET/SDH, but potentially at a lower cost and without adding more equipment to the network. 

1.3.5  Products

A non-exhaustive, brief overview of the emerging products by major vendors, in the area of optical transport nodes, is provided in this section. 

The reported data are just as a qualitative information – drawn from different public sources. The exact commercial situation (what is already widely deployed, what is ready to be sold, what is at prototype level) is not specified in detail, because analytical comparisons between different nodes (which have often a slightly different target application), is not in the scope of this document.

Anyway, this rough overview should be sufficient to have an idea of the state of the art and of the ongoing short-term evolution.

1.3.5.1
Transport Nodes for the Core Backbone network
In traditional networks, the physical layer is unchanging unless a manual reconfiguring or fiber reconnection is performed. This method is disadvantageous, expensive and error-prone. Moreover, it cannot face the faster and faster network evolution, often hardly predictable. The answer to all of this is to provide the flexibility of switching high-speed optical channels in the core of the network.   

The optical cross-connects provide several benefits. They offer a protected, restorable optical layer network of wide flexibility. They allow to achieve lower network cost and higher fiber efficiency. A typical traffic pattern at a node in the core of a network is that somewhere between 50 and 75 percent of the traffic is “through” traffic. Such through-traffic can be routed straight through a cross-connect without a need for any additional processing or switching. Instead of devoting high-cost ports on DCSs or IP Switches to such traffic, much lower cost optical cross-connect switches can be used to express route the trough traffic. Cost savings of 30 to 40 percent are projected. Operations costs are also reduced because of the automated and remote control functions available.

Optical cross-connects also enable ring network interworking and the building of networks of complex ring and mesh architectures. Networks can be configured in the same cross-connect on a wavelength-by-wavelength basis: several wavelengths, or channels, can be configured as self-healing rings, while other channels are connected as meshes. Protection and restoration protocols are selectable on a wavelength-by-wavelength basis.

There are different ways to pursue these objectives:

· One means is to use large port-count digital cross-connect switches (DCS) and many time division multiplexers. This is an expensive approach. It also is difficult to perform restoration and protection switching in reasonable time limits in large networks because the switching action is done on sub-rate channels, sequentially, rather than at the high-speed channel rate. Configuration or provisioning of high-speed interconnection paths requires the coordinated switching of all of the sub-channels and re-assembly.

· On the other hand, all-optical switching fabrics are proposed as a means of cross-connecting signals regardless of bit rate or data format, therefore providing a “future proof” design. These would be designed as optically transparent switches. However, the actual state of the art of all-optical switches is that they are expensive, and they are of insufficient port count to be competitive with electronic fabrics. 

· The alternative is to deploy “electronic” cross-connects at the optical layer, able to switch at the line rate of the input channels, providing restoration and protection switching on a full OC-48 channel in one operation and avoiding the need for large banks of TDM multiplexers. The size of the required cross-connect is also commensurately reduced, both in port count and in physical dimension. Management of the optical layer is done at the optical layer and directly on each of the optical channels. 

These optical cross-connects, so called because they operate at the optical line rate and on whole optical channels at a time, require a significant amount of information about the optical channels in order to perform fault management, protection switching and restoration, and to verify connectivity through a switch. This can be done by accessing the various overhead bytes of the SONET carrier, or by introducing a new kind of digital overhead, associated to the Optical Channel (Digital Wrapper). Both solutions lead to the use of electronic switching fabrics as the most cost-effective way of implementing the cross-connect switch function.

Therefore, among the products for the core backbone, the following typologies of nodes will be considered: 

· “Multi-service” nodes, directly evolving from SDH DXC nodes 

· e.g., Lucent WaveStar Bandwidth Manager, Tellabs Titan 6500, Alcatel 1680 OGX

· Opaque OXC: wavelength cross-connection, using electrical core switching matrix

· e.g., Ciena Lightworks CoreDirector, Cisco ONS15900, Lucent Aurora 512, Nortel OpteraConnect 

· Transparent OXC:
· Optical matrices of large dimensions (e.g., Lucent LambdaRouter, Nortel/X-Ros)
· Manually reconfigurable OXC plus automated protection and remote monitoring (e.g., Siemens OSN)
1.3.5.2
Multi-service Nodes for the Core Backbone network
A starting point for the discussion can be a look on the classical broadband DXC, optimized for SDH (excellent examples of this category are the Siemens SXD and the Nortel S/DMS nodes).

Typical feature of these nodes are: 

· large-size synchronous switching matrices – optimized for compactness (for example, 2048 – 4096 STM-1 eq., in a single rack)

· capability of working on high level Virtual Containers (typically VC-4 ~ STM-1 at a line rate of 155 Mb/s) 

· their role is at the upper level of an SDH-compliant core switching network – whereas a set of different Network Elements (often belonging to the same vendor’s product family) are optimized for different functions (regenerators, terminals, add-drop multiplexers, wideband cross-connects, etc.)

· capability of supporting OC-48/STM-16 interfaces, towards the high-capacity transmission systems;

often already equipped with (or at least pre-disposed for) OC-192/STM-64 interfaces

often already equipped with (or at least pre-disposed for) coloured DWDM-compliant interfaces

· operations on concatenated interfaces/channels possible

· support to different protection schemes developed for SDH (linear MSP, SNCP, ring MSP, BSHR, UPSR) – to ensure survivability

· optimized OA&M and Network Management features – handling DCC for all the throughput channels 

However, despite their good features, these “pure” SDH nodes cannot keep the pace with the evolving requirements for transport network (as already discussed in the previous section).

The first category of “new nodes” include the “multi-service” nodes, directly evolving from SDH DXC nodes. The main additional features in these nodes may typically be:

· the capability of switching aggregates at large granularities (comparable to the wavelength granularities) although in a synchronous electronic domain

· the capability of switching lower granularities, with respect than the classical VC-4 of broadband DXC

· the possible integration of layer 2 switching and layer 3 routing sub-systems

· the addition of local intelligence for protection/restoration – beyond the network management features

This is the preferred roadmap by manufacturers already present in the SDH and transport networking market.

Different evolutionary paths are pursued. As examples of different and original trends, the following three examples (Lucent WaveStar Bandwidth manager, Tellabs Tital 6500 MTS, Alcatel 1680 OGX) are reported.

Lucent WaveStar Bandwidth Manager
It is a multi-service platform, based on SDH technology. It is a single network element designed for Central Office applications that integrates all access and interoffice transport facilities, with potential 60% equipment cost and 85% space requirements savings. It is ready for the integration of IP routing or ATM switching cards, for IP and ATM functionalities; in other words, the node is a modular multi-terminal lightwave system, ADM, DXC (SDH/SONET), ATM and IP switch. 

The system is scaleable, in that the I/O, STM Fabric and the ATM Fabric can be grown independently.

The multi-service node is thought as a platform for flexible bandwidth management to easily respond to demands for network growth. Bandwidth management provided on:

· linear and self-healing ring SDH/SONET interfaces (OC-3/12/48/192 and STM-1/4/16/64) 

· broadband DXC system with fully duplicated control

· ATM digital cross-connect systems

· IP core switches/routers
Size

384 STM-1 eq.,
(planned extension to 3072 STM-1 eq.)

Switching Granularities


SDH-compliant core switch at STS-1 level (the switch is a fully duplicated single stage N-squared switch fabric, allowing also 1xN multicasting) 
plus  universal I/O modules supporting a wide range of interfaces and a “peripheral switching” for protection, grooming

plus ATM and IP switches integrated in the same platform

Interfaces
“high level” interfaces: 1 bidirectional OC-48/STM-16 per card (1310 short reach or 1550 nm long reach or coloured DWDM-compliant supporting direct interfacing to WDM Lucent system

“low level” interfaces: 8 bidirectional DS-3 ports per card

Compactness
the system is composed of three central racks (1 system controller rack, 2 switch bays) plus one or more I/O racks, according to the configuration

Protection/Restoration: 

SDH protection schemes implemented (in particular ring 4F-BLSR). 

Management/Intelligence

Management covering the whole OSI layer, including routing protocols (towards “intelligent/multiservice” node)
Tellabs Titan 6500 MTS 
It is basically a SONET-compliant transport node, for which a clear roadmap evolution (that, however, has not yet been completed) towards a multi-service node has been identified. The characteristic feature, enabling the envisaged evolution, is the self-routing cell-based architecture of the core switch.

Size

128 - 2048 STM-1 eq.,
(with modular growth in units of 128 STM-1 eq.)

Switching Granularities


Actually, DS-3/STS-1, STS-3c/VC-4, STS-12c/VC-4-4c 

Short term evolution towards STS-48c

The core switch is a single non-blocking and self-routing cell-based switch architecture, that will allow to address SONET, SDH, data switching applications in a single platform.

Planned evolution towards integration of ATM and IP port shelves

Interfaces
actually, 4xOC-3, or 1xOC-12 (short haul 1310 nm I/F) or 1xOC-48 (short-haul 1310 nm or long-haul 1550nm options available)

planned OC-192 and DWDM compliant interfaces

Compactness
96 STM-1 eq. per rack (32xOC-3 per shelf, 3 shelves per rack) 

– up to 2048xOC-3 or 512xOC-12, or 128xOC-48 per multi-bay system 

Protection/Restoration: 

1+1 MSP and SNCP

in the future, UPSR, BLSR, MSPRing

Management/Intelligence

Management system (TITAN 6500 EMS) provided
Alcatel 1680 OGX

This node develops the concept of Optical Gateway, i.e., a node supporting on one side grooming of fine-granularity channels (carrying for example IP and ATM services) and on the other side the opaque switching of high bit-rate pipes. It is thought as a bridge between access and backbone transport, and a convergence platform for cross-connection and add-drop multiplexing functionalities.

Size

2048 up to 16384 STM-1 eq. (i.e., 128xOC-48 up to 1024xOC-48)

Switching Granularities


Only 2.5 and 10 Gb/s channels

Interfaces
OC-48/STM-16 (2.5 Gb/s) and OC-192/STM-64 (2.5 Gb/s) SONET/SDH interfaces – on the transport side

OC-3/STM-1 and OC-12/STM on the tributary side – ATM and IP services are groomed into these tributary interfaces by an Alcatel proprietary feature – internal TDM multiplexing performed

The integration of coloured DWDM compliant interfaces is foreseen

Compactness
no information available

Protection/Restoration: 

No information available

Management/Intelligence

Management system (Alcatel 1320 NM) provided
Optical Gateways: Where optical layer backbone and access networks interconnect, optical gateways and photonic cross-connects will emerge. The optical gateway is a necessary element of true optical networking, providing a platform with integrated Dense Wave Division Multiplexing (DWDM) optics while internally managing broadband services in the electrical domain. Gateways become the bridge between flexible access networks and highly efficient backbone networks. 

Optical gateways will displace the broadband cross-connect to manage the transparent to opaque conversion between the access and long haul networks, and to manage the broad range of payloads in wavelength services. They will simultaneously support cell based routing and aggregation of ATM or IP payloads and legacy STM services. In this way, lower rate wavelengths from the access will be aggregated to high speed ITU compliant channels for the backbone network. And as DWDM systems grow in channel count (currently projected up to 240 channels), optical gateways will emerge as the central wavelength service management device.
1.3.5.3
Opaque Optical Cross-Connects for the Core Backbone network
The second category include the “Opaque” OXC, i.e., cross-connect nodes able to perform “wavelength management” and switching on wavelength granularity, able to handle optical channel overhead (pre-disposed for Digital Wrappet techniques), which have however an internal electronic core. It must be highlighted that, although electronic, the switching matrix is an asynchronous space switch, and has the only limitation of the maximum bit-rate that can be handled electronically (today, up to 2.5 Gb/s).
This category is today the most important one, since it allows the realization of large-size matrices, and is consistent with the necessity of 3R regeneration, digital performance monitoring, channel-associated digital overhead.

The principles behind this choice are:

· Networks are Becoming Data-Centric

· High- speed Data Signals do not need STS- 1 grooming

· WDM has made bandwidth plentiful

· managing OC- N is still difficult & expensive

· Mesh Protocols will dominate the Optical Network Core

· OC- 48 is the “brick” for building Optical Networks

· SONET monitoring is essential for intelligent layer 1

· Opaque will continue to win over Transparent

· Network Management is key to survivable Optical Layer
Many vendors think that the architecture of preference for an optical cross-connect is that of an electronic switching fabric, with input and output interface boards that provide optical detection and regeneration, and overhead processing. All of these functions are performed at the line rate of the optical channel, most commonly at OC-48 (SDH-16) rates. Extensions to OC-192 interfaces and switching will be developed soon.

Ciena Multi-Wave Core Director

It is the evolution of the former Lightera product line. It is an Opaque Cross-Connect, with electrical core switch, optimized for the switching of data big-pipes, but including the capability of “TDM” functions (embedded in the SDH/SONET compliant interfaces): multiplexing, grooming, variable bandwidth circuit switching.
Size

4096 STM-1 eq.,
i.e., 640 Gb/s throughput

Switching Granularities


full wavelength switching

or
channelized STS-N 



the channelized option (foreseen in the LightWorks evolution) allows STS-N switching, where 

N = any between 1 and 756! This fully flexible bandwidth management/provision is realized thanks to access to both time and wavelength domains

The technology for the core switching (electronic space switching) is not disclosed in detail.

Interfaces
up to 256x256 OC-48/STM-16
or
64x64 OC-192/STM-64



OC-3/STM-1 and OC-12/STM-4 also supported



OC-768/STM-256 planned



Any optical I/F can be SW configured as channelized or concatenated 

Easy integration, through coloured interfaces, with Ciena line systems (e.g., MultiWave Core Stream): up to 200 channels – different interfaces available (“multiplexing” on 2.5 or 10 Gb/s lambda modulating signal embedded)

Very Short Reach optics for Client to Optical System interconnection will be available in the next releases. 

Compactness
one single rack for the 256x256 (STM-16) or 64x64 (STM-64) system: all the ports + core switch



Expandable to multi-bay system

Protection/Restoration: 

Linear APS, Virtual Line Switched Ring (VLSR) protection , and FastMesh™ restoration 

Management/Intelligence

Network Element management system provided (Lightworks OS)
Intelligent optical networking is supported: in particular for the mesh restoration and dynamic info exchange between Core Directors, Optical Signalling and Routing protocol (OSRP) is offered.

Emerging intelligent optical switches can provide the scalability and software functionality to meet the needs of the new optical transport network.  These network elements combine physical density and service flexibility with processing intelligence, resulting in a more simplified network architecture.  These features allow not only for provisioning and operational simplification, but an increase in the variety of potential service offerings as well.  Optical switches like CIENA’s CoreDirector were designed with today’s carriers’ needs in mind, and this paper has sought to illustrate some of their advantages in an economic analysis.  Whether comparing it on a node-by-node basis to a legacy SONET/SDH ADM or DCS, or in a more complete network environment, the CoreDirector can generate significant savings for carriers from day one.  Moreover, as carriers look to expand their networks over time, the CoreDirector provides an efficient, cost effective, and easily managed platform upon which to build.

Cisco ONS 15900 Wavelength Router

It is the evolution of the former Monterrey  product line. It is an Opaque Cross-Connect, with electrical core switch. It can be seen as the proposal of the leading IP Router manufacturer that aims at proposing a “companion node” in the transport network, ideally interfaced to the Gigarouter products. This is the strategy pursued for the backbone transport network, whereas the direct integration of WDM capabilities/interfaces in the Router is the strategy for the local up to metropolitan networks.

Size

4096 STM-1 eq.,
i.e., 640 Gb/s throughput

Switching Granularities


full wavelength switching, (wavelength granularity) - no channelized vs concatenated options 

The technology for the core switching (electronic space switching) is not disclosed in detail. The opaque non-blocking core switching matrix is based on the “TeraSeed” technology, i.e., electrical cross-point based on integrated 'wavelength-granularity' single-chip space switching elements.

Interfaces
OC-48/STM-16 (2 I/F per card) 
or
64x64 OC-192/STM-64 (? I/F per card) – high density I/O transponder modules (“Asymptote”), pre-disposed to inherent equipment protection 



OC-768/STM-256 planned



No lower bit-rate I/F foreseen 

“Coloured” interfaces foreseen, by re-using terminations of the existing WDM systems

ultra-short reach low cost optics (USRO), to connect transponders - at both the client and the optical network sides - and the core switching  (low cost – 1 km reach)

Compactness
one single rack for a 384x384 (STM-16) system (128 I/O ports to/from WDM/clients, plus 256 I/O ports to/from core matrix – 1+1 equipment protection included) 
Four bays ensure a 256x256 functionality with full 1+1 equipment protection (moreover, decoupled protection for core switch and I/O modules)

Besides complete equipment protection, full duplication of bays and hot-swappable feature for the adopted cards allows to perform in-service upgrade/ scaling/ repair of the node

Protection/Restoration: 

1+1 MSP, end-to-end mesh restoration 

Management/Intelligence

Management solution available (ReyView) including Local Craft Terminal, SNMP Agent, SNMP Element Manager; CORBA, Q3, TL-1 interfaces to Network Management also available if required
Network Planning tool available

In addition, a Wavelength Routing protocol (WaRP) is provided for fast provisioning and fast restoration in a mesh topology 

To build and scale IP-based optical networks, the Cisco ONS 15900 Wavelength Router™ hardware interconnects core routers directly through optical paths. With intermediate SONET/SDH and ATM devices eliminated, only these two switching elements, the Wavelength Router hardware and the IP router, are needed in the core optical infrastructure with DWDM terminals. The architectural division of labour between the two is straightforward and highly efficient.

The IP router grooms packets from DS1, DS-3, OC-3, and OC-12 flows to OC-48c or OC-192c streams. The Wavelength Router hardware maps these streams to wavelengths for end-to-end transport across the network. Each wavelength can be rapidly provisioned on a source-to-destination basis, dramatically reducing service-provisioning time. The Wavelength Router also provides network restoration functions for the services delivered over it. As traffic increases, additional wavelengths are provisioned between appropriate router pairs. More generally, multiple traffic types, including data (IP and other), voice, leased-line, and video can be carried across the optical network created by the Wavelength Router hardware. The need is met by the ability to connect not only IP routers, but also SONET/SDH elements, ATM switches, or any other service platform that requires access to multigigabit transport.

Central to the Wavelength Router hardware’s intelligent optical transport architecture is the Wavelength Routing Protocol (WaRP). The WaRP solution enables the creation of optical networks with the efficiencies of mesh architectures and the speed of SONET/SDH rings. 

The proposal is a managed wavelength service in which one or more wavelengths are leased on a DWDM system. Interfacing service platforms to a managed wavelength service is similar to interfacing to a SONET/SDH service. Customers attach their switches, routers, or ADMs to the service with standard interfaces in core networks, most commonly an OC-48/STM-16 or OC-192/STM-64 interface. Depending on the distance from the customer’s service equipment to the wavelength provider’s optical equipment, optics with the appropriate reach ranging from VSR to Long Reach can be utilized.

Lucent Aurora  512

It is the evolution of the former Tellium Aurora product line. It is an Opaque Cross-Connect, with non blocking electrical core switch, capable of broadcast and multicasting functionalities. It is claimed to allow easy modular growth. The system includes regeneration and SONET overhead monitoring.

Size

8192 STM-1 eq.,
i.e., 1.28 Tb/s throughput

Switching Granularities


full wavelength switching on 2.5 Gb/s (OC-48/STM-16) channels only – no direct switching on OC-192/STM-64, no sub-rate switching

512 OC-48/STM-16 bidirectional switch ports

The technology for the core switching (electronic space switching) is not disclosed in detail – it is however known that it allows broadcast and multicasting functions and that the switching time is in order of few µsec
Interfaces
OC-48/STM-16
or
OC-192/STM-64

OC-192/STM-64 interfaces (and the related channels) are handled by grooming/demultiplexing OC-48/STM-16 channels

low-cost short reach 1.3 m interfaces or long-reach optical interfaces are available for the connection with clients/WDM interfaces 
Compactness
four racks for the entire system

Protection/Restoration: 

1+1 MSP (optical line protection switching)

UPSR, 4F-BLSR ring protection

Optical layer restoration 

Management/Intelligence

Full suite of products available:

GEMINI: Global Element Management System (with several interfaces on request: TL-1-TCP/IP TL-1/X.25, Corba/IDL)
StarNet: Signalling Algorythm for Restoring Networks (i.e., intelligence to support  optical layer restoration and dynamic wavelength management - dynamic and distributed mesh, with In Band or  Out-of-Band Signalling)
PlaNet: Planning Tool for Optical Networks

Libra: Craft Interface Terminal


Equipment protection: fully redundant switch architecture - I/O port protection 1:N redundancy



Performance monitoring: SONET performance monitoring, section trace via J0 byte
Examples of Aurora 512 applications: 
· Fiber Patch Panel Replacement

· Automated Optical Layer Provisioning

· OC- N Switching 
· Remote Provisioning and Testing
· Remove Cascaded Optical Impairments (Optical 3R Regeneration)

· Video Broadcast / Multicast

· Protected Optical Services

· Ring Interworking 
Nortel Optera Connect HDX
This product is still in evolution. Some aspects are not yet completely disclosed. It is thought to be a multi-service platform for IP, ATM, SDH, up to offering full wavelength switching. Potentially, it can be seen as the addition of a “multi-service node” (see previous section) and an “opaque cross-connect”.
Size
not clearly stated; the node is said to allow “multi-terabit switching per bay” and scalable to handle hundreds of wavelengths, each one carrying up to 10 Gb/s

Switching Granularities


full wavelength switching on 2.5 Gb/s (OC-48/STM-16) and 10 Gb/s (OC-192/STM-64) channels, open to the evolution towards 40 Gb/s channels.

Finer granularities (down to STS-1) can be circuit switched and groomed into large pipes

The technology for the core switching is not disclosed 

Interfaces
OC-48/STM-16
or
OC-192/STM-64

(OC-768/STM-256 for the future evolution)

Designed for easy integration with Nortel OpTera LH DWDM line system
Compactness
no information available

Protection/Restoration: 

It is claimed to offer: Layer0/Layer1 protection (linear and ring) plus Layer2/Layer3 restoration

Management/Intelligence

End-to-end network management with Nortel INM platform

Information about possible optical routing algorithms: not available

Sycamore SN16000
Size

1024 (now) to 8192 (next future release) STM-1 equivalent


i.e., 64 to 512 OC-48/STM-16 channels

Switching Granularities


full wavelength switching on OC-48/STM-16

evolution: STS-1 to OC-12 switching allowed up to 50% of total switching

Three stage Clos electronic core switch matrix – optical backplanes optimized for eliminating inter-module cable dressing - further technological details not disclosed 

Interfaces
highly integrated interface cards: 
8xOC-48/STM-16 (bidirectional, short haul 1300 nm interfaces)

4xOC-48/STM-16 (bidirectional, coloured interfaces for WDM systems)

in future releases:

16xOC-3/STM-1

16XOC-12/STM-4

2xOC-192/STM-64

16xGigabit Ethernet

Compactness
one rack for 512xOC-48 central switching system

one rack for 256xOC-48 ports 

Protection/Restoration: 

Linear 1+1, or 1:1 or 1:N MSP (line protection)

Support of “IP-driven” protection schemes

Management/Intelligence

optical network management provided (SILVX), using TCP/IP, CORBA; three types of external interfaces (TL1, HTML, SNMP) available

automatic topology discovery, optical routing algorithms (e.g., OSPF), LDP for circuit set-up are provided
1.3.5.4
Transparent Optical Cross-Connects for the Core Backbone network
The third category include the “Transparent” OXC, i.e., cross-connect nodes able to perform “wavelength management” and switching on wavelength granularity, through optical core matrices.

Two different levels of transparency can be identified: 

· Complete transparency – avoid 3R regenerators at all, save costs, allow end-to-end transparency for each type of client – but problems related to transmission performances and overhead remain

· Core switching transparency – 3R Reg. and electronic overhead processing are still present, but the internal optical core allow to properly switch 10 Gb/s channels, differently from the electronic core.

In any case, the optical switching matrix of sufficient dimensions is required.

No consolidated products are available in this category. The focus is still on the availability of a core optical matrix characterized by proper dimensions. 

Two different approaches are considered in the following examples:

· Focus on technology, to achieve the objective of a fully functional large size Optical Cross-Connect (a “true” OXC) – this is pursued by Lucent (LambdaRouter), Nortel (former X-Ros technology), Agilent; 

what is offered is not yet a complete product but a solution for the optical matrix, that is the main bottleneck for the realization of the whole system 

· Focus on a smooth evolution from what is possible right now – this is pursued e.g., by Siemens– “optical” features are progressively added to existing nodes, accepting intermediate steps in the short term (e.g., manual cross-connection or wavelength Add/Drop - rather than full cross-connect - capability)

Lucent LambdaRouter
The Lucent LambdaRouter OXC is composed of a large optical switching fabric (that provides the bandwidth management features and is duplicated to ensure high availability), several transmission interfaces for connection to optical transmission facilities and a duplicated control structure.

The optical layer bandwidth management used in the WaveStar LambdaRouter is made available thanks to Lucent Technologies MicroStar Technology. MicroStar Technology leverages Bell Labs’ patented research in the area of Micro-ElectroMechanical Systems  (MEMS) technology.

MicroStar technology is used to attain relatively large switching fabrics with sub-millisecond switching speed and a small product footprint. MicroStar relies on an array of hundreds of electrically configurable microscopic mirrors fabricated on a single substrate to direct light. The switching concept is based on freely moving mirrors being rotated around micro-machined hinges. All optical connections to working and spare mirrors will be easily accessible for field reconfiguration. In addition, the electronics to support mirror calibration will be provided for all mirrors and will be controllable via software.

The main features of the node are:

· Switch size 256x256  ( highest capacity system available for 10 Gbps applications and beyond 

· Bit-rate and protocol transparent switching fabric

· Fabric protection switch time 50 msec maximum

· Fully connective 

· Rapid, strictly non-blocking reconfiguration 

· Broadcast 1x2 bridging capability

· Small footprint 

· Carrier grade, full duplex architecture 

Envisaged applications are: IP networking, optical layer restoration, transport gateways, hubbing arrangements, bandwidth management, central office consolidation, centralization of operations activities, optical channel management (e.g., add service traffic to the network, drop service traffic from the network, or connect service traffic through the network via optical line systems).

Nortel / X-Ros X-1000 
Nortel Networks is exploring the road to OXC by developing the technology of an owned start-up company (Xros). Xros recently announced the world’s highest capacity fully transparent, non-blocking optical cross-connect system for open optical networks, based upon the company’s revolutionary silicon-based micro-mirror technology. Xros is expecting to ship evaluation systems in September, with production availability by January, 2001.

The Xros X–1000 Open Optical Cross-connect System is a standalone 1152x1152 transparent optical cross-connect system provided in three telecommunications equipment bays. The system is fully redundant, and provides protection in less than 50 milliseconds. 

The system incorporates state-of-the art management software to enable users to simply deploy and operate the X-1000 in their network. Power consumption is about one-third of the best available O-E-O cross-connect.

The X-1000 cross-connect system is completely scaleable, four ports at a time, starting from 4x4 ports all the way up to the maximum of 1152x1152 ports. 

The main optical performance of the optical switch are:

· switching speeds of 5 milliseconds

· insertion loss < 3.0 dB (port size independent)

· < -55 dB crosstalk

· 0.5 dB overall loss uniformity

· < -53 dB return loss (back reflection)

· < 0.1 ps polarization mode dispersion

The Xros all-optical switch core based on a micro-mirrors.

Using two facing, 6-inch by 6-inch arrays of 1152 mirrors each, any incoming beam of light may instantly be directed to any destination by reflecting it off of two of these movable mirrors. In this way, an entire fibre optic communication channel entering by any input port may be switched to any specific output port, with essentially no losses, and no requirement to examine the underlying data.

The Xros mirror is fabricated out of pure silicon, and yields a highly-reliable device which can instantly be tilted in several dimensions by computer-controlled electrical signals, to an extreme precision.

Two patented technologies allow such a result:

· The use of single crystal silicon (SOI) material for optical scanners. This enables the production of macroscopic mirrors (several millimeters in diameter) only a few microns thick that are optically flat to one tenth of a wavelength or better, and have very low scattering 

· A torsion sensor integrated in the hinge of each silicon mirror. This sensor has a sensitivity of less than ten micro-radians, allowing the beam to be directed in a highly controlled way in any direction over large angles.

Agilent photonic switching technology

This is a recently announced solution, that is not yet reflected in a product. The proposal is slightly different from the previous ones. It aims at proposing compact, integrated and very fast switches – not based on mechanical movements – which on the other hands are of smaller dimensions. These are interesting as basic elements for larger multi-stage matrices (e.g., Clos-structured).  

To be completed: some details on this technology will be added
Siemens OSN
A pragmatic, evolutionary approach has been chosen by Siemens for its optical transport node. The starting point is the commercial high-capacity WDM line system (e.g., TransXpress Infinity – see section 1.1.2), to which the following features are added:

· Fast 1+1 protection of ultra-high capacity DWDM aggregates (through small optical switches)

· Distance extension of 10 Gb/s (ready for 40 Gb/s) channels, through Polarization Mode Dispersion Compensator and Forward Error Correction 

· Very large size Managed Cross-connection Optical Distribution Frame (MODIF), which is manually reconfigurable, but offer the possibility monitoring of connection status  and possible faults/mis-connections by local or remote craft interfaces 

· Management system compliant with the Siemens SDH nodes management system

· Modules for the multiplexing of lower bit-rate channels (from different interfaces) into 10 Gb/s and 40 Gb/s signals to be modulated onto wavelengths – (FOX, TEX, see also section 1.2.2)

Future releases will provide the possibility of different ring protection schemes in the optical layer, and the substitution of the MODIF with a Large Scale Optical Switch Matrix (LS-OXC) as soon as technologically feasible.

The set of different, more and more sophisticated functions offered by this node explain its definition as an Optical Service Node (OSN). 

1.3.5.5 Nodes for the Metropolitan Transport Network

The argument for WDM as simply a network infrastructure tool is not as compelling for metropolitan or other short haul networks. It must have more benefit to the operator to gain acceptance into the network. However, the appearance of wavelengths in both long haul and access networks opens new revenue generating service opportunities.
While it is sometimes assumed that the widespread deployment of DWDM in core networks will inevitably spread into short-haul optical transport networks, very different issues come into play if DWDM is to benefit from widespread application beyond fibre exhaust situations. The cost savings that result in core networks from replacing electrical regenerators with optical amplifiers are largely irrelevant in short-haul optical transport networks, especially metropolitan areas, due to the limited distances involved. 

The need to add/drop traffic from the metro network at many locations places a premium on cost-effective optical add/drop rather than maximum channel density. 

Another driver for metro DWDM deployment may be the provisioning of dedicated wavelengths for high-speed access. For customers who require very high access bandwidths, above OC-12/STM-4 for example, providing a dedicated wavelength over a DWDM ring may become an attractive alternative. Today these requirements are often addressed by point-to-point fibre between customer and central office, by two node SONET/SDH rings, or by allocating a large portion of a SONET/SDH ring. DWDM access rings may provide a cost-effective answer to this challenge as the requirement for reliable gigabit access grows.

Standalone metro DWDM systems are already available for ring and point-to-point applications. However, these systems are offered at a high cost-per-wavelength and require additional platforms to deliver services at DWDM nodes. Integration of DWDM into optical transport equipment provides a cost-effective way for service providers to scale beyond the speed limitations of serial optics and meet increasing bandwidth requirements. 
Metropolitan, interoffice and access networks consist of a diverse range of architectures, bit rates, traffic patterns and protocols, in contrast to the long distance environment that is evolving from an established, standardized synchronous optical network (SONET) base. The economics of WDM compared to alternative solutions are, therefore, much more complex.

Cost is clearly a major issue. Unlike the long distance environment, there has been no obvious "killer application"--an economically compelling reason to deploy WDM in the majority of cases, over all other solutions.

In the short term, therefore, the decision to deploy WDM in the local environment appears to be driven by simple network congestion and cost considerations, where WDM is cheaper and/or more readily available than the alternatives for increasing capacity, then it will be deployed. This is occurring in those networks that are "fibre poor", i.e. where existing fibre capacity is running out and there is a lot of traffic on interoffice facilities. On the contrary,  in "fibre rich" networks, where there are spare conduits for laying new fibre and/or network congestion is not so acute, WDM may not be deployed widely in the near term. 

However, despite the relative lack of success thus far for metro WDM, simply looking at the technology in terms of point-to-point capacity increase is misleading. Optical networking, deploying WDM ring architectures as opposed to simple point-to-point WDM, potentially will provide a common method for transport regardless of signal format in the metro environment, giving Local Exchange Carriers (LEC) the ability to deliver new services more quickly while reducing the costs associated with delivery.

For example, service providers will be able to assign the end customer a set of wavelengths and route those wavelengths through the network independent of whatever service is being carried. The marketing of transport on a wavelength basis will enable operators to offer end users a way to enter the high-speed backbone in native formats, avoiding the costs of aggregating multiple service types.
Marconi Smart PhotoniX

Cisco ONS 15454 and 15303
Ciena MultiWave Metro

Details on the three products will be added in the final version 

1.4 IP over “intelligent” OTN 

The importance of the OTN as a new transport network, mainly to serve IP, has been widely discussed in the previous section, and by itself, can justify the development of new optical nodes.

However, a further important step can be done: the addition of “intelligence” to the optical layer:

· in section 1.1, the importance of linking the control planes of IP and of the underlying server layer has been pointed out; this is up to now realized by MPLS, when the underlying layer is ATM

· in section 1.3, the possible usefulness of “intelligent” protocols has emerged from the opportunity of implementing fast and efficient mesh restoration schemes on large (up to nationwide) networks

· in almost any forecast on the telecommunication evolution, the key words are no longer simply “optical networks” but “intelligent optical networks”

A flash on a market forecast:

Purchases of DWDM and optical crossconnects will grow to about $7.6 billion in 2003, compared to $3.5 billion today, according to the new report from Communications Industry Researchers, Inc. (CIR).  This growth is expected to occur as DWDM evolves out of being just a way of saving money on new fibre and, together with optical crossconnects, becomes an enabling technology for an entirely new type of network — the intelligent optical internetwork. The new CIR report notes that "fibre exhaust" alone cannot drive the DWDM market forward. But the most important innovations will come from adding intelligence that will enable the interworking of DWDM transmission systems and optical crossconnects to create an all optical internetwork over which ATM, IP and other traffic will travel. In this new optical internetwork it will be possible to provision high bandwidth services in minutes, not months, turning the new optical technology into a revenue spinner for the service providers and not just a way of saving money.
It can be useful to reach some agreements on what we really mean by “intelligence”. Some items for discussion are here proposed.

In the scenario “IP over OTN”, presented in the previous section, no major interaction between control planes is foreseen. However, both the server layer (whichever it is) both the client layer (whichever it is) have their own management system and their own OA&M features (OA&M intended in a wide sense).

In particular, for the OTN, the extension of TMN principles and of the layered functional model (based on the three optical layers  OCh, OMS, OTS) has already been demonstrated. The application of OA&M functionalities has been implemented too in the main research OTN field trials.

The focus now is on the interworking of management and OA&M between different networks – LION is just an example of this trend.

· Interworking at Network Management level

· Necessary for and suitable to all that management and supervision functions which need to be centralized and can be performed on slow timescales

· Different network elements – in the same or in different network layers – can be equipped with different NE Agents, presenting a different interface to the remote Network Management

· Network Element Managers on one hand are interfaced to the NE Agents, on the other hand present a common view of network resources to the Network Manager

· Network Managers may be built with different technologies (e.g., CORBA, WBEM) and must interoperate

· Interworking at OA&M level 

· Useful to co-ordinate mechanisms which need very fast actuation (e.g., protection switching) that are present in both layers – these are often partially overlapping and not efficient when completely independent

· a sub-set of OA&M messages related to each layer can usefully flow through inter-layer interfaces (e.g., CNI) – also to identify different kinds of faults and avoid unnecessary fault indication propagation 

These items are essential, but still do not realize an “intelligent optical layer” and do not imply an interworking between control planes.

1.4.1 Optical intelligence

The following steps for the introduction of intelligence in the optical layer can be envisaged:

· Each optical transport node should know the topology and the status of all the network, or of a part of it (e.g., a domain), the partition of the available and occupied capacity, possibly taking into account the priorities of the information supported by its resources. This allows the actuation of fast restoration procedures, or a node reconfiguration for optimization of traffic engineering, on the basis of local decisions by the optical node itself.

· The obvious way to proceed is to define routing/signalling protocols for the optical layer, by exploiting concepts already developed in the IP world (e.g., MPLS, OSPF, LDP – each one with its specific functionality)

· Finally, a link between existing layer 3 protocols and emerging layer 1 protocols should be established, in order  to optimize the behaviour of the overall network.

Two different approaches can be adopted towards this evolution, based on a IP-driven view and a classical telecom view, according to which answer is given to the question: “Should the optical layer be treated like a circuit-switched network, with data devices requesting 2.5- or 10-Gb/s lightpaths just like 64-kb/s ISDN B channels? Or should the optical layer have an IP-centric control plane”?

The dominance of data makes today the data-centric approach stronger.

In the standardization arena, the IP-driven approach is pushed by IETF, OIF, and is recently supported also by a new informal study group called ODSI (Open Domain Service Interconnect) coalition. 

1.4.1.1  The IP-driven roadmap towards the Intelligent OTN

This approach, strongly supported by the IETF standardization forum, is based on the following principles:

· The end-to-end circuit provision is treated as a route provision according to IP concepts/protocols

· Semi-permanent big-pipes are offered (as in traditional transport network), but they are reconfigured according to “Internet rules”: each route in this case is biunivocally related to a set of wavelength (one for each OTN link)

This proposal can be also summarized as the evolution from MPLS (Multi-Protocol Label Switching) to MPS (Multi-Protocol Lambda Switching):

	MPLS
	MPS

	“label based” routing leading to traffic by-pass at layer 2
	“label based” routing leading to traffic by-pass at layer 2

	Actual solution: IP/MPLS over ATM
	Proposed solution: IP/MPS over OTN

	the routing “decided” by MPLS is performed by switching ATM virtual circuits in ATM switches
	the routing “decided” by MPS is performed by switching WDM wavelengths in OXC 


QoS by using label switching

Wavelength paths can be used to support MPLS real circuits where each MPLS label points to a wavelength channel. With this approach, WDM dynamic cross-connects are under control of the IP layer as setting a MPLS circuit means WDM cross-connects reconfiguration.

One method that has been suggested is “Optical Label Switching”, which uses an optical header or Label that contains routing information. A problem with this implementation is that optical processing in the time domain is needed, which can be quite difficult to implement. On the other hand, it is very similar to conventional Label switching which means that protocol issues may be quite easily solved.

Another possible method is to use the wavelength itself as a label. This is quite similar to the approach in the previous section, with bypassing of the IP-routers. One issue that has to be further investigated is how many wavelengths are needed for implementing wavelength labels. It is clear that if wavelength reuse is not implemented in the nodes, it is not possible to map the number of labels possible in e.g. MPLS. However, with reasonable number of neighbouring nodes, and wavelength reuse, it is probable that 40 wavelengths per fibre are more than adequate. One solution is to use OEXC (Opto-Electric Cross-Connects), since they will provide wavelength conversion in every node.

Labelling can be used for providing different service levels; different routes that give different QoS. They could also be used for implementing VPNs, which can be considered as privileged QoS.
For the purpose of implementing MPS, several kinds of protocols are proposed for extension to the optical layer, e.g.:

· Constraint-based routing + RSVP or CRLDP signalling mechanisms applied to the optical layer

· Optical Link Discovery Path (OLDP) 

· Optical LSA (Link State Advertisement) for extension of OSPF, IS/IS

Some more information is reported in the following section 1.4.2.

1.4.1.2  The classical telecom roadmap towards the Intelligent OTN

This approach is emerging in ITU-T SG15 and SG19, in the draft recommendation G.ason (ASON = “Automatic Switched Optical Networks”) – whose introduction and content are here summarized.
The basic proposal is the use of signalling protocols to set up OCh connections in real time. 

There is clearly a benefit from automatic switching of optical channels, in particular, there is a clear opportunity to create a global switched optical network. There are a number of value added capabilities proposed for such a capability:

· Reactive traffic engineering. This is a prime attribute and allows the network resources to be dynamically allocated to routes

· Restoration and recovery.  These attributes can maintain graduated preservation of service in the presence of network degradation.

· Linking optical network resources to data traffic patterns automatically will result in a highly responsive and cost effective transport network.

In order to achieve automatic OCh level switching, which we consider as automation of the OTN, a certain degree of global standardisation is required.

The proposed ASON consists of multiple layers and partitions, such as OCh layer, fibre layer, conduit layer (a bundle of fibres), domain/sub-network layer, network layer, which consists of domains/sub-networks.

A temptative identification of the main interfaces, in a ASON, is reported in the G.ason:

· the User-Network Interface (UNI) between the optical network elements and users such as the router, ATM switch. 

· the ASON Node-Node Interface (NNI) between network elements within the optical network

· the Connection Control Interface (CCI) between the control plane and network elements

· the ASON Inter_Domain Node-Node Interface (IrDI_NNI) between ASON control planes in different administration domains

· the ASON NMI between the ASON network and a network management

The extension of signalling protocols for the Wavelength Path set-up/release will be a major goal of the future activity related to G.ason. 

1.4.2 Enabling technologies

Routing and signaling protocols form the control plane: in order to interwork an IP based over an WDM-OTN network, the optical control plane must be defined.

Routing & Wavelengths Assignment (RWA) paradigms: Current WDM-OTN assign wavelengths to routes given a set of requested access-egress nodes. This facilitates finding a "best" solution in a quasi-static scenario.

IP over WDM-OTN demands dynamic route computation schemes to solve practical cases where channel requests may arrive randomly at arbitrary frequencies. Therefore it will be necessary to improve the performance interaction between IP and WDM-OTN protocol layers. Different aspects of this interworking will need to be standardised. Currently there are many candidates for routing protocols in the WDM-OTN control plane. Here a brief summary is given to some of them. Trying to be an overview, not all possibilities are addressed.

· Wavelength Routing Protocol (WaRP): this routing protocol is Cisco proprietary. It views the network as a bandwidth pool and provides end-to-end (from access to egress nodes) wavelength paths (lightpaths). Depending on the required class of service, the Wavelength Router (OXC) can provide bandwidths with varying guarantees of availability, latency, and restoration times. Any wavelength added to the network becomes available for service and can be provisioned as part of an arbitrary lightpath.

· Multi-protocol Lambda Switching (MPS): it uses an MPLS (Multi-Protocol Label Switching) signalling entity to control OXC treating them as IP capable. MPS extends an analogy between MPLS labels and WDM wavelength channels, allowing end-to-end lightpaths between optical nodes to be treated as high bandwidth, large, discrete granularity lambda label-switched path entities.

· General Switch Management Protocol (GSMP): it allows communication between an IP switch controller and an ATM or FR switch (i.e. is responsible for installing and deleting connections in a switch). An access or egress router would signal each OXC between access and egress nodes along a lightpath. It would signal using GSMP to ask the OXC's to set up its cross connect management table.

· Next Hop Resolution Protocol (NHRP): it is used to enable cut-through paths to be established between logical IP subnets on an ATM or FR network. It may be used to request a shortcut. Therefore, it may be applied as signalling mechanism for optical flow switching (flow can be defined as the minimum manageable traffic).

· Resource Reservation Protocol (RSVP): signalling protocol, used to reserve network resources to provide Quality of Service guarantees to the flows that have to be routed from access to egress nodes. It can be used analogously to NHRP.

· Label Distribution Protocol (LDP): signalling protocol, it is used to distribute label binding in label switching protocols.

· Constraint-based LDP (CR-LDP): signalling protocol

1.4.3 Products

An overview of the products in the area of Optical Transport Nodes has already been done in section 1.3.5, where the availability of intelligent protocols has been highlighted among the node properties. Existing intelligent nodes mainly belong to the category of Opaque OXC.

The emerging “Intelligent Optical Nodes” are just recalled in the following list:

· Ciena MultiWave CoreDirector 

with Optical Signalling and Routing Protocol (OSRP) 

· Cisco ONS 15900 Wavelength Router
with Wavelength Routing Protocol (WaRP) 

· Lucent 512 Aurora



with StarNet (Signalling Algorythm for Restoring Networks)
· Sycamore SN16000



with automatic topology discovery and optical routing 
algorithms (e.g., OSPF), LDP for circuit set-up 
1
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