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Introduction

Network and Service Providers (NSP) are strategically moving toward a single integrated voice and data infrastructure where IP is gaining the role of integration layer for multiple services. In this context, it is a foregone conclusion that switch-routers integrated with optical network elements (e.g. OXC) will play a preminent role in converged future networks.

Nevertheless Network and Service Providers that builds a multi-service IP network is  going to need connectivity to its preexisting legacy networks.

The client-independency of the OTN will guarantee a smooth evolution from legacy over OTN to a data-centric OTN, both coexisting. As such, if the first step is the introduction of optical network elements (ONE) based on WDM, supporting also the transport of legacy clients, the immediately following one seems to be the integration of ONE with switch-routers (data-centric OTN). 
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Figure 1 - Evolution from legacy over OTN to data-centric OTN

1.1 Purpose and Scope

The purpose of this document is to identify some basic functionality required by an integrated multi-layers transport network IP over OTN supporting envisaged transport services [CM1_CSELT_V1]. This set of functionality should be optimised reducing potential duplications in the different layers.

1.2 Reference Material

1.2.1 Reference Documents

[1]
[CM1_CSELT_V1]

1.2.2 Abbreviations




1.2.3 Definitions

1.3 Document History

Version
Date
Authors
Comment

0
02/05/2000
Antonio Manzalini
Initial documents 

2 Network functionality 

· Frame forwarding is the functionality that process inbound traffic and forward this traffic to the appropriate outbound destination link. Frame forwarding can operate at different layers of the protocol stack. 

Layer 1 switching.

Layer 2 switches (mainly for LAN) provide frame forwarding based on link layer information such as MAC address.

Layer 3 switches and routers forward frames based on layer 3 address (e.g. IP address).

Also Layer-4 switching could be required: this functionality rmits the network to differentiate the way it treats network traffic by type of application. For example traffic for critical applications can be assigned different forwarding rules than HTTP-based Web traffic even if transmitted across the same set or router interfaces.

· Route-Path calculation: involve the identification of optimal routes (at layer 3, 2 and 1) through the network. For example, path and route calculation, operating in a router at layer 3 (RIP and OSPF), allow efficient decisions to be made for the transmission of traffic between nodes of the network.
· Functionality to deliver multiple service quality classes to customers.
· Multicasting: as NSP in the future are expected to offer multicast services for streming audio and video, multicast protocols and capabilities should be supported.

· Functionality for Traffic Shaping: this is, for example, to decrease the burstiness of UDP and TCP traffic, thereby decreasing the load on the router buffers as well as the latency jitter caused by long queues. Traffic shaping does this by identifying trafic flows and then managing the maximum transmission rate.

· Bandwidth reservation: there are some applications such as interactive video and voice that may require limited network delays or bounded delay variation. For this type of traffic, bandwidth reservation may be required.

· Functionality for congestion control
· Restored IP connectivity

· Set-up of Optical Channel Connections

· Restored Optical Channel Connectivity

· Optical Performance Monitoring
· Regeneration of Optical Channels

· Added value functionality: it allows the dynamic definition of a rule set for operating and administrating the network. A centrally managed configuration of a widerange of network politcies and service classes across switches, routers and optical network elements.
2.1 Network functionality with layers interworking

This section select those network functionality for which layer interworking is required.

In particular the attention will be focussed on the control of OCh by means of IP mechanisms as one of the innovative features (potentially to be implemented in the LION test-bed – this is f.f.s.) provided by data-centric OTN.

2.1.1 Dynamic set-up of Optical Channel Connections

The switch-router communicates with the optical network element via a logical CNI interface. This interface defines a set of primitives to configure the optical network element and to convey information from the optical network element to the switch-router.

Considering that the OSI layer 3 specifications define four groups of primitives:

· N_CONNECT to set a connection

· N_DATA, ect for the exchange of data

· N_RESET to reset a connection

· N_DISCONNECT to tear down a connection.

as an example, the following atomic primitives could be filtered through the CNI:

· Connect: to set-up an Optical Channel Connection. This is a command sent from the router to the optical network element to cross-connect an input port to an output port.

· Connection requests parameters

· Address scheme for OCh end points

· Naming schemes for OCh clients

· Scheme for specifying protection needs in connection requests

· Security parameters

· Provisioning time

· Disconnect: to tear down an Optical Channel Connection. This is a command sent from the router to the optical network element to disconnect an input port to an output port.

· Bridge: this is a command sent from the router to the optical network element to bridge a connected input wavelength to another output port.

· Switch: this is a command sent from the router to the optical network element to tear down an OCh connection and immeditely set up another one.

· Allarm indications: a message sent from the optical network element to the router to indicate that a failure has been detected























































