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Introduction

1.1 Purpose and Scope

The purpose of this document is the description of the NL management requirements for SDH networks. The identified requirements describe the NL management functionality that has to be defined in the NL information model.

1.2 Reference Material

1.2.1 Reference Documents

[1]
G.803 "Architectures  of  transport networks  based  on  the Synchronous  Digital  Hierarchy  (SDH)"

[2]
G.784 "Synchronous  Digital Hierarchy  (SDH)  management"

[3]
M.3400 "TMN  management  functions"

1.2.2 Abbreviations

EML
Element Management Layer

NMS
Network Management System 

NML
Network Management Layer

SML
Service Management Layer

OS
Operating System

1.3 Document History

Version
Date
Authors
Comment

0.01
9/5/2000
Lampros Raptis
Initial documents 

2 Network Layer (NL)

The Network Management Layer (NML) is located between the Element Management Layer (EML) and the Service Management Layer (SML). The NML provides the appropriate functionality to the SML and is using the provided functionality by the EML.

The management of the SDH network will be based on the layering and partitioning principles according to the ITU-T G.803

2.1 General Functions

The SDH network layer generic requirements are: 

a. Definition of the network topology in terms of networks and links

b. Management of the subnetworks based on the existing network topology

c. Management of the Connections and ports

d. The presentation of the network using the APs and the subnetwork connections, without the appearance of every network element (NE)

e. The direct usage of the network resource, namely trails and connections, for the performance monitoring functions and performance reporting functions

f. The pre-processing and buffering of events information that are emitted by the NE towards the OS (e.g. alarm data, performance data)  

g. The creation of trails and tandem connections between NE inside of a sub-network by selecting the end-point NE

h. The provisioning and protection of circuits

i. The co-operation with the Service Management Layer (SML) for the usage, performance and availability of the circuit

j. The definition of alternative protection route  for the paths and circuits

k. The creation of a network model based on the existing cross-connections

2.2 Management Resources

The NMS will be capable of managing the following resources:

· Access Groups

· Access Points

· Adaptation Functions

· Characteristic Information

· Termination Points (TP)

· Connection Points (CP)

· Links

· Link Connections

· Matrices

· Subnetworks

· Sub-network Connections (SNC)

· Tandem Connections

· Tandem Connections Bundles

· Termination Connection Points (TCP)

· Trails

· Trail Termination Points

The above network resources can be combined to create a Network layer which is again a manageable resource of its own.

2.3 Configuration Management (CM)

2.3.1 General

The Configuration functional area provides the functions for the identification and the control of the network resources. It also allows the dispatching and receiving of data from/to the network resources.

The CM will support different topologies like:

· Point-to-Point

· ADM rings

· Meshed DXC-networks

· Combination of the above

Any changes in the configuration information should be reported to the user of the NMS. The configuration information can be also retrieved by the NEs, so as the DB os the OS to be updated with the current changes.

The Configuration Management should support the following functions:

· Installation

· Provisioning

· Restoration

· Status control 

2.3.2 Installation

Every management resource will be initialised based on the properties of the real resources and will be stored into the DB of the OS. The DB will contain a logical view of the managed NEs, connection points and sub-networks.

2.3.3 Provisioning

The provisioning management function is responsible for the smooth operation of the SDH network. The purpose of this function is to handle the SDH network 's capacity that is used for the different services. The provisioning should support the following:

· Definition of the Network Topology

· Partition of the Network Topology. The partitioning of the network topology allows the grouping of different sub-networks and the creation of a new one, defining a hierarchy of sub-networks. The new sub-network will contain all the resources of initial sub-networks except the resources that have been already used in other connections. The partitioning can be different in the different level of the network, but it can be also the same for all the layers.

· Management of the Network Server Path Layer. A sub-set of VC-4 resources can be pre-allocated in order to be created trails for the service of the client layer.

· Multiplexing Structure Configuration. The multiplexing structure of a VC-4 can be defined and modified. The payload of every VC-4 contains 3 TU-3. Every TU-3 can be replaced by 1 TUG-3 of 7 TU-2 or by 1 TU-2 of 3 TU-12. The multiplexing structure configuration can be manually defined before the path layer management or automatically by the network client-path layer management. The empty TU that is needed for the path configuration can be chosen automatically.

· Management of the Network Client Path Layer. The management resources in this layer are:

· VC-12 path layer

· VC-2 path layer 

· VC-3 path layer

· VC-4 path layer

Using the partitioning of the network topology the sub-network of the above layers can be grouped into the following sub-network groups:

· Access Subnetworks

· Local Subnetworks

· Regional subnetworks

· Transit Subnetworks

· Definition of requisites. Every path request will be characterised by the following parameters:

· Path Identifier. The id's will be in accordance with the M.1400 of ITU-T.

· End Access Points. It can be either TTP or CTP

· Connectivity and directionality. Possible values are point-to-point, point-to-multipoint

· Rate and Type of the signal

· restoration priority 

· Protection models and restoration criteria. Possible values are: reversible, non-reversible, Automatic Protection, Pre-planned Restoration, Unprotected

· optimisation routing criteria (any preferable node or links (e.g. NE, card, HO-VC, LO-VC)

· Network Routing. The routing process will use the parameters of the previous parameters for every client trail in order to find a route .The routing process can be: 

· Automatic

· Semi-automatic

· Manual

The routing algorithm will use weights in order to find the route with the minimum cost (e.g. Minimum Number of Crossed Equipment, or Minimum Number of Crossed Nodes, etc). The weights can be assigned statically or dynamically.  

The routing algorithm will be based on the existing configuration of the network and will not modify the configuration of the server layer. Only the client layer can be modified.

The results of the routing are:

· Changes in the multiplexing 

· Provisioning of working paths

· Provisioning of the protection paths

It should be also allowed:

· The reservation of the routes without the activation in the NE 

· The activation of the routes

· The deactivation 

· The Release

2.3.4 Restoration

The restoration process is responsible for the activation of the appropriate configuration in order to minimise the serious defects in the network. The restoration process is reversed by the normalisation process. The restoration process is activated either by the NE or by the OS. 

2.3.4.1 Automatic Protection Mechanism (APM)

The APM will be executed by the NE, which will notify the OS about possible modifications to the SDH network. The parameters that activate the protection/normalasation can be controlled and modified.

The following protection switching mechanism will be used:

· MSP (1+1, 1:N)

· SNCP (path protection 1+1)

The following actions will be performed with respect to the APM:

· Activate/Deactivate the Automated Protection

· Activate/Deactivate the manual switching

· Activate/Deactivatethe blocking of the protection

· Read/Modify the protection switching parameters

· Test the protection switching process

· Monitor the Protection Switching Events 

2.3.4.2 OS Restoration Mechanism 

This function is usually used for the periodic maintenance of the SDH network and the traffic is carried by alternative routes in order to test and maintain the working routes.

It can be activated manually, automatically, or semi-automatically.

Upon the detection and localisation of a defect, the OS Restoration Mechanism will try to minimise the implications of the defects. Any defect will change the state of the network resources ( e.g. from in-service to out-of-servive, or from high QoS to low QoS). The alarms that change the state of the resources to Degraded or Disabled will trigger the starting of the restoration mechanism. Before or during the restoration process, all the relevant alarms should be filtered.

2.3.4.3 Restoration Process


Two type of restoration process are identified:

· Direct Restoration. It is used in case of multiple defects and leads to a better utilisation of the network resources. In this case, the order of which the capacity of the network is used for the restoration can be:

· Capacity for restoration

· Un-used Capacity

· Capacity that is use by low priority traffic

· Pre-Planned Restoration

 It is faster than the direct restoration since the paths already exists and are not found the time that the defect was detected.

2.3.5 Status Control

The status of all the network resources should be controlled and can be modified by the OS.

2.4 Fault Management

2.4.1 General

The Fault Management will include the following functions:

· Surveillance and Reporting

· Presentation)

· Failure analysis

· Maintenance

· Diagnostic testing procedures

2.4.2 Supervision and Reporting

Upon the detection of a fault the NE issues alarms. These alarms are consider raw network alarms and usually are associated with:

· Termination Points

· Threshold crossing in termination points and

· Sub-network connections

The alarm reporting function will allow the transfer of alarm reports to the OS in order to locate the affected network resources. The OS will be able to:

· Define filters and threshold for the alarm and event reports

· Receive list with the active alarms 

2.4.2.1 Alarm Correlation

Based on the raw alarms, the NMS will identify the affected trails and will introduce the proper network alarm.  Since the NMS has a complete view of the network topology, it can take the necessary actions to restore the affected services.

2.4.2.2 Alarm Alignment

The alarm alignment is used to ensure the agreement between the raw network alarms, that the OS is received, and the active alarms in the NEs. 

2.4.3 Presentation

This function set is related with the conditions under which a network alarm/ notification should be appeared. All the alarms should have the following parameters:

· Alarm identity. It is an unique identifier that differentiates the one alarm from the other

· Trail states combination. It is the combination of the following states: Operational State, Life Cycle State and Availability State of a trail.

· Category of alarm: two main categories are identified namely  communication alarm and quality of service alarm

· Alarm Severity, with the following values: Major, Minor, Critical,  Warning, Indeterminate

· Type of Alarm. It contains the following categories: 

· Communication Alarms (LOS, LOP, LOF, AIS, LOM, etc)

· Threshold crossing alarms

· Change state alarms in sub-networks, links connections, paths, circuits

· Time parameters and acknowledge. It usually contains the following parameters: Alarm receiving time, Alarm acknowledgement time, Name of acknowledging operator, Alarm Clear Acknowledgement Time, Name of clear acknowledging operator

· Managed Object, the management resource that is related to the alarm 

· Alarm state: The following states have been identified : on, acknowledged, to be re-acknowledged, cleared by the network, cleared by re-allignment, cleared by user, clearing acknowledge

The Presentation function set should supported the following:

· Presentation of Active Alarms

· Alarm Acknowledgement and Alarm Clear

· Alarm filtering

· Alarm Archiving

2.4.4 Failure analysis

This function is responsible for the processing of the alarms. It contains the following steps:

· The specification of the nature of the abnormal situation.

· The logical and physical location of the defect/failure using the sub-network, trail and access point that are related with the alarm.

· The supply of the alarms that are related with one trail.

· The specification of the results to the SDH network. For example, the implication to carry the traffic, or the reduction of the ability to perform a certain function or the fact that there is no possibility to receive data from the lower layer

· The correlation. lf one alarm is relevant with others, then it might be triggered by the same reason

2.4.5 Maintenance

In this function set, it is included the following:

· Preventive Maintenance, covering all the actions that are needed to avoid abnormal operation of the SDH network. 

· Repair Maintenance

2.4.6 Diagnostic testing procedures

This set provides the ability to request a diagnostic and supports the creation of reports of the result of a diagnostic (a test of hardware or and audit or other check of software within a NE) . It may be necessary to remove a unit from service in order to run a diagnostic. 

The tests will be used for the control of the network 's availability, as well as for the control of the quality of the connections. These tests can include:

· The implementation of loop-back and the transmission of testing signal without traffic

· Path tracing, with the existence of traffic

· Test of switching facilities

2.5 Performance Management

2.5.1 General

The Performance management will be in accordance with the ITU-T standards G.774, G.784, G.826, M2120 and Q.822

The goals of the Performance management are:

· Defect Analysis

· Analysis of a "trend"

· Quality of Service Assurance.

The following function will be supported:

· Performance Monitoring & Performance Control

· Performance Monitoring History

· PM data analysis

2.5.2 Performance Monitoring & Performance Control 

The performance measurements will be performed in the following layers:

· Regeneration Section

· Multiplexing Section

· High Order Path

· Low Order Path

Moreover, the following functions will be supported:

· Definition of performance thresholds in the resources

· Collection of the performance data that are store in the network resource

· Activation of the performance data collection 

· Deactivation of the performance data collection

· Reset the registers 

· Definition of the performance monitoring parameters

The fault management will collect Quality of Service alarms from the network resources, based on the threshold crossing, which declares service degradation.

2.5.3 Performance Monitoring History 

Performance data are necessary to assess the recent performance of the SDH network. Such information can be used to locate resources of intermittent errors. Historical data will be stored in the registers in the NEs. All the register should be time-stamped.

Two categories of registers can be used:

· 24-hour registers, that accumulate performance over a fixed 24-hour period

· 15-minutes registers, that accumulate performance over a fixed 15-minute period

A wrapping mechanism will be used to discard the oldest information

Based on the performance data, the evaluation of the resource 's quality is possible.

The results of the performance measurement can be compared to that of a reference measurement that represents the desirable values.

